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Preface 

Rocío Martínez-Torres 1, Sergio Toral 2 
1 Dept. of Business Administration and Marketing, University of Seville, Spain 2 Dept. of 

Electronic Engineering, University of Seville, Spain 

Abstract 

The development of the Internet and Big Data information sources is driving 

new and increasingly interdisciplinary research methods in economics and the 

social sciences. The 5th International Conference on Advanced Research 

Methods and Analytics (CARMA) is an excellent forum for researchers and 

practitioners to exchange ideas and advances on how emerging research 

methods and sources are applied to different fields of social sciences as well 

as to discuss current and future challenges. 

Keywords: Big Data sources, Social Media mining, Natural Language 

Processing, Digital transition and global society, google trends, Big Data 

applications. 
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1. Preface to CARMA2023 

This volume contains the selected papers of the Fifth International Conference on Advanced 

Research Methods and Analytics (CARMA 2023) hosted by the University of Seville, Spain 

during 28, 29 and 30 June 2023. This fifth edition consolidates CARMA as a unique forum 

where Economics and Social Sciences research meets Internet and Big Data. CARMA 

provides researchers and practitioners with an ideal environment to exchange ideas and 

advances on how Internet and Big Data sources and methods contribute to overcome 

challenges in Economics and Social Sciences, as well as on the changes in the society after 

the digital transformation. 

The selection of the scientific program was directed by Sergio Toral, who led an international 

team of 54 scientific committee members representing institutions worldwide. Following the 

call for papers, the conference received 76 paper submissions from all around the globe. All 

submissions were reviewed by the scientific committee members under a double-blind 

review process. Finally, 57 papers were accepted for oral presentation during the conference, 

ensuring a high-quality scientific program. It covers a wide range of research topics on the 

Internet and Big Data, including digital transition and global society, google trends, travel, 

tourism and leisure, social media, public opinion mining, Natural Language Processing, 

among others. Additionally, 8 papers with promising work-in-progress research were 

selected for presentation during the conference. 

The scientific program included two keynote speakers that reviewed the state-of-the-art 

techniques and applications of the Internet and Big Data. The first keynote was Anastasija 

Nikiforova (University of Tartu, Estonia) who overviewed the latest public data ecosystems 

in and for smart cities. The second keynote speech was delivered by Patrick Mikalef 

(Norwegian Universtiy of Science and Technology, Norway) and dealed with Responsible 

Artificial Intelligence and Big Data Analytics. 

CARMA 2023 also featured a special session on “How can innovative data collection and 

analysis methods support evidence-based policymaking in the EU?” chaired by Paolo 

Canfora, from the Joint Research Centre, European Commission. This session offered a 

complementary institutional perspective on how to use the Internet and Big Data sources and 

methods for public policy. 

The conference organizing committee would like to thank all who made this fifth edition of 

CARMA a great success. Specifically, thanks are indebted to the authors, scientific 

committee members, special session organizer, invited speakers, session chairs, reviewers, 

presenters, sponsors, supporters, and all the attendees. Our final words of gratitude must go 

to the Faculty of Economics and Business of the Universidad de Sevilla for supporting 

CARMA 2023.  
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An energy transition without externalization? 
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Ciència i Tecnologia Ambientals (ICTA-UAB)(CEX2019-0940-M), Universitat Autònoma 
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Universitat Autònoma de Barcelona, Spain. 

*Correspondence to: cristina.madrid@uab.cat  

Abstract 

The extended abstract presents the first results of the estimation of 

externalization levels of Spain through its energy transition towards 2030. . It 

represents a first step towards building the Calliope Spain model adapted 

from EuroCalliope. This first portion of the work presents the trade emissions 

balance for Spain for 2010 and 2015 using an Input-Output methodology. 

The results position Spain as a “net exporter” of emissions given that the 

country imports more goods and services than it exports. These insights serve 

as baselines to establish the country´s total internal and externalized 

emissions by trade partner as will be used in Calliope Spain. By examining 

these trends, it is possible to gain valuable insights into the correlation 

between international trade and greenhouse gas emissions in Spain's energy 

sector. This first analysis concludes with recommendations for policy. 

Keywords: Multi.Regional Input-Output; Calliope Energy Model; Trade 

emissions balance; Big Data 
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1. Introduction 

As part of its energy transition strategy, the EU has set that by 2030 member states should 

reduce their greenhouse gas emissions by 45% of their 1990 levels, and zero by 2050 

(European Council, 2022). Policymakers rely on energy models to find what configurations 

of the energy system will help us reach this target. Energy system optimization models 

(ESOMs) process a big amount of data to reach an optimum energy system pathway 

according to a number of constraints. As of today, most of the ESOMs do not include 

environmental issues nor international trade in proper detail. One of these models is 

Calliope, an open-source, transparent framework for the modelling of energy systems, 

which also does not include environmental issues and international trade beyond the need 

for imports of electricity and fuel and GHG emissions.  

International trade plays a double role in the energy transition. On one hand, it has 

traditionally increased greenhouse gas emissions through production, (often long route) 

transportation, and consumption of imported and exported goods and services. On the other 

hand, it has limited the local impacts of activities, by “externalizing” environmental impact 

to countries with fewer environmental regulations or lower labor standards. Thus the lack 

of inclusion of external trade in models that guide the energy transition seems to result in an 

incomplete picture of the impacts of future energy pathways. 

Spain has a significant impact on global greenhouse gas emissions through the consumption 

of imported products. Current estimates account for a 160% economic trade deficit growth 

in 2022 (Ministerio de Industria Comercio y Turismo, 2023) and in 2018 imported goods 

were responsible for 50% of the country´s total greenhouse gas emissions (Ministerio para 

la Transición Ecológica y Reto Demográfico, 2020).  

Spain is set to curve its emissions through the implementation of The Integrated National 

Energy and Climate Plan (PNIEC), which proposes the reduction of greenhouse gas 

emissions by 23% compared to 1990 levels by 2030 and zero by 2050 (Ministerio para la 

Transición Ecológica el Reto Demográfico, 2020). However, these targets refer to domestic 

emissions only. Neither the PNIEC nor the TIMES model used for its definition includes 

the externalization of environmental impacts elsewhere. Still, following the Sustainable 

Development Goals (SDGs), energy systems must be designed in a way that are both clean 

and fair. Externalization of impacts is one of the most common forms of modern 

colonialism (Muradian & Martinez-Alier, 2001) and must be considered in the definition of 

cleaner (and fairer) energy systems. 

In this work, we take the energy transition scenarios in Spain for 2030 as modelled by Euro 

Calliope (Pickering et al., 2022) and calculate their level of externalization assuming the 

productive structure and terms of trade and compare it with a previous study for the year 

2010 and 2015. This analysis is a first step towards building Calliope Spain, an adaptation 
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of EuroCalliope model that will include high-level resolution externalization. Analyzing 

these trends, offer insights into the relationship between international trade and greenhouse 

gas emissions in Spain for energy and concludes with policy recommendations. 

2. Literature Review 

The relationship between greenhouse gas emissions and international trade has been the 

subject of numerous studies and academic research in recent years. Several studies have 

highlighted the role of international trade in driving greenhouse gas emissions. For 

example, researchers have found that international trade is responsible for a significant 

portion of global greenhouse gas emissions, with emissions embodied in trade accounting 

for over a quarter of global emissions (Hertwich & Peters, 2009). Another study found that 

emissions embodied in China's exports were responsible for 26% of the country's total 

carbon dioxide emissions (Peters et al., 2011). 

The estimation of greenhouse gas emissions in international trade has been extensively 

studied, with a particular interest in accounting for embodied emissions in trade - the 

emissions generated in the production and transport of goods produced in one country but 

consumed in others. Studies have looked at the amount of carbon embodied in international 

trade flows from different countries to determine the magnitude of emissions from imports 

(Peters et al., 2012; Wyckoff & Roop, 1994). The trade emissions balance or pollution 

terms of trade help to understand the environmental costs that shift between countries in 

international trade (Duan & Jiang, 2017). The diverse methodologies on the estimation of 

the trade emissions balance give research a wide variety of indicators and information to 

choose from, including revisiting the Leontief Input-Output model (Muradian et al., 2002; 

Muradian & O’Connor, 2001; Sánchez-Chóliz & Duarte, 2004). 

Overall, the relationship between greenhouse gas emissions and international trade is a 

complex and multifaceted issue, with various factors influencing the extent of the 

relationship. Using the Euro Calliope model, it is possible to analyze different scenarios for 

the Spanish energy system, such as the impact of increasing renewable energy capacity, 

changing electricity demand patterns, or implementing different policy measures (Pickering 

et al., 2022). For example, the model can be used to evaluate the potential for increasing 

wind and solar capacity in Spain, and to explore the optimal mix of different energy sources 

to meet electricity demand while minimizing costs and greenhouse gas emissions. 

3. Methodology 

We revisit Serrano and Dietzenbacher´s trade emissions balance methodology for the small 

country case (Serrano & Dietzenbacher, 2010). The case considers a world economy 

3



An energy transition without externalization? 

  

  

consisting of two regions (𝑟, 𝑠 = 1,2) where the country of interest is region 1 and the Rest 

of the World (RoW) is region 2. Each region is composed of 𝑛 sectors that produce one 

product that might be used by other sectors as intermediate input or consumed (either at 

home or abroad). The model1 𝑥 = 𝐴𝑥 + 𝑦 for the estimation of the trade emissions balance 

of region 1 with region 2 is solved by 𝑥 = (𝐼 − 𝐴)−1𝑦, where 𝐿 = (𝐼 − 𝐴)−1 is the Leontief 

inverse. The estimation associated with the production of each region is rendered from the 

multiplication of the gross output with a matrix of atmospheric emission coefficients 

defined as 𝑊𝑟 . Each element of the matrix indicates the domestic emission of a pollutant 

per unit of an industry´s output for one of the regions. An important assumption is that the 

production technology and emission intensities are the same for the country and the RoW. 

The assumption is made due to a lack of data on technology or the RoW. The other 

assumption for this case is that the small country´s exports are considered negligible when 

compared to the RoW. Under these assumptions we formulate the trade emissions balance, 

and using Serrano and Dietzenbacher´s simplified expression we have: 

1) 𝑒𝑏1 = 𝑊(𝐼 − 𝐴 − 𝑀)−1(𝑒𝑥𝑝1 − 𝑖𝑚𝑝1)2 

The variable 𝑒𝑥𝑝1 gives the vector of total exports and 𝑖𝑚𝑝1 the vector of total imports of 

the country. The equation will result in the trade emissions balance per type of pollutant 

embodied in aggregate exports and imports of region 1. 

The data sources of this paper are the 2010 and 2015 Input-Output Tables from the Spanish 

National Statistics Institute as well as the Accounts of emissions into the atmosphere by 

branches of activity (Instituto Nacional de Estadística, 2015, 2018, 2022). The Input-Output 

Tables are categorized into 64 sectors (NACE) and 64 products (CPA), and the emissions 

accounts are categorized into 63 sectors and 13 pollutant substances. The estimations in this 

paper will consider 9 of the 13 pollutant substances (i.e., CO2, CH4, N2O, SF6, HFCs, PFCs, 

SO2, NOx, and NH3) and will not consider sector 64 named “Activities of extraterritorial 

organizations and bodies” due to lack of data in the matrices. Taking this into account, the 

estimation is set by a 63 × 63 symmetrical environmental input-output table. In the 

following section, the empirical results will be discussed. 

 
1
 We define x as the gross output of a country, A as the matrix of input coefficients and y as the final demand. 

2
 For the simplified expression, M represents the import coefficients of the country. Adding A to M results in the 

technical input matrix that is then used in the Leontief inverse. 
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4. Provisional results 

Using the information from the Input-Output Tables we aggregate all the NACE sectors’ 

exports and imports for 2010 and 2015 to obtain the net exports for both years. We notice 

that in general imports are larger than exports in Spain for both years, rendering a negative 

trade balance. The data also shows two important shifts between both years. Firstly, both 

exports and imports increase between 2010 and 2015. Secondly, the increase in exports is 

greater than the imports, which then results in a decrease in the net exports between both 

years. We also consider the aggregate emissions per type of pollutant using the Accounts of 

emissions. By adding the total emissions per pollutant per sector, we compute the total 

emissions per type of pollutant (expressed in thousand tons), as seen in columns (1) and (2) 

of Table 1. The “Aggregate emissions per type of pollutant” show that the largest 

proportion of emissions is CH4 for both years, notwithstanding the significant interannual 

decrease. Also, most of the emissions per type of pollutant decrease, except for SO2 and 

NH3. These changes are non-trivial because they affect the results in the trade emissions 

balance. In columns (3) to (8) we show the results from using Equation 1) and the selected 

datasets for 2010 and 2015: 

Table 1. Aggregate emissions per type of pollutant and Trade emission balances (2010-2015). 

(Thousand tonnes) 

Source: Own elaboration from the 2010 and 2015 Spanish Input-Output and Accounts of emissions. 

Columns (3) to (8) present the aggregate emission balances for Spain in 2010 and 2015. 

The data shows that, for both years, the emissions embodied in the imports are higher than 

those embodied in the exports. Spain has a negative trade emission balance for all gases in 

both years. This implies that Spain would be a “net exporter” of pollution to the RoW under 

the assumption that both regions use the same technology to produce commodities. The 
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goods that are produced in the exporting region create emissions within its geographical 

limits and are accounted for as such. Spain shifts the environmental cost of producing 

domestic final or intermediate consumption goods to other countries. 

The imports of goods from Spain may contribute to greater carbon emissions in the RoW 

due to several factors, including transportation emissions and consumer trends. One of the 

primary contributors to carbon emissions in international trade is transportation. Goods 

from Spain need to be shipped to their destination, and the emissions from this 

transportation can be significant. The carbon footprint of transporting goods over long 

distances depends on the mode of transport, the distance traveled, and the weight and 

volume of the goods. For example, shipping by sea is less carbon-intensive than air 

transportation, but it can still result in significant emissions over long distances. Also, the 

import of goods from Spain may lead to increased consumption and associated carbon 

emissions. When consumers have access to a wider range of products, they are more likely 

to purchase them, which can increase the demand for transportation and production. This 

increased demand can lead to an increase in carbon emissions, particularly if the goods are 

produced in a carbon-intensive way.  

Similarly, the use of imported inputs to export goods generates indirect emissions. These 

are considered in Equation 1) following Serrano and Dietzenbacher´s analysis (Serrano & 

Dietzenbacher, 2010). Given that the imports a greater proportion of goods than it exports, 

the emissions associated with them are also greater. The production of goods often involves 

the use of other goods and services that may themselves generate carbon emissions. For 

example, the production of steel for a car may involve the use of energy and raw materials 

that generate carbon emissions. The emissions associated with these upstream activities are 

known as indirect emissions, and they can be significant, particularly for goods that require 

a lot of resources to produce. 

The results have a similar trend to those found in Serrano and Dietzenbacher. These cannot 

be compared directly due to the change in methodologies in the Input-Output Tables in 

2008 (Instituto Nacional de Estadística, 2011). In general, Spain is a net importer country 

that renders larger “exports” of emissions to other countries that produced its imported 

goods.  However, the analysis can be expanded to the emissions created by each sector. 

Serrano and Dietzenbacher criticize the limits of Equation 1), which holds for aggregate 

and broader estimations of the emissions of the economy´s trade emissions balance. To 

create more detailed estimations other methodologies can be adopted (Peters et al., 2012; 

Sánchez-Chóliz & Duarte, 2004; Serrano & Dietzenbacher, 2010). 
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5. Conclusions 

The results of any modeling exercise are highly dependent on the assumptions and data 

inputs used and should be interpreted with caution and this is the case for energy modeling. 

In this work, we contribute to close a dangerous gap that excludes externalization in energy 

system optimization models. We revisited trade emissions balance estimation 

methodologies for the most recent data available for Spain. The results present the country 

as a net exporter of emissions through its import channels but not directly attributed to the 

consumption of imported goods. To reduce the carbon footprint of international trade, it is 

essential to account for emissions generated directly and indirectly. Thus the design of 

Calliope Spain must consider international trade in its design with enough level of detail to 

offer useful insights for the implementation of emission reduction policies. 
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Abstract 

The digitalization of services and products is an approach adopted by modern 

companies to produce value. The key to success is knowing what your 

customers are saying about your company by compiling data in many aspects 

and reviewing the digital content collected from digitally enabled services. On 

the other hand, text review is a highly subjective task. The raw data has 

complex features, making analyzing the data on digital services a very complex 

and intriguing problem. This study collects the main challenges of digitally 

enabled services to offer an inclusive framework and describes the 

framework's potential in dealing with application-specific challenges. This 

study aims to suggest a data-driven decision-making model using the 

“intuitionistic fuzzy sets (IFSs)”, “method based on the removal effects of 

criteria (MEREC)”, “rank sum (RS), and the “multi-attribute multi-objective 

optimization with ratio analysis (MULTIMOORA)” approaches. The IF-

MEREC-RS tool computes the weights of the digital service challenges that big 

data analytics technologies enable and the IF-MULTIMOORA method 

prioritizes the technologies to assess the challenges. Then, an integrated 

decision-making framework is developed to investigate these challenges' 

subjective and objective weights using expert opinion. Using big data 

analytics, the proposed model can assess the preferences of technologies over 

different challenges. 

Keywords: Digital service; big data analytics; social media; digital 

technologies; data-driven decision-making. 
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1. Introduction  

In recent years, every facet of business and organizational activities has been digitized, which 

has resulted in the creation of huge datasets analysis purposes. Through big data and 

analytical procedures, these datasets can provide insights for offering sustainable value to 

enhance business performance and competitive benefits (Wamba et al., 2017). The recent 

literature is enriched with "big data analytics (BDA)" because of the massive acceptance of 

the Internet as well as the emergence of Web 2.0 technologies. Both academicians and 

practitioners are greatly interested in BDA due to the increased demand for understanding 

the trends in massive datasets (Ghani et al., 2019). More and more data are being compiled 

in many domains, such as supply chains, health care, and finance, due to the new 

developments in cyber-physical systems, sensing networks, and IoT. Though, the data 

gathered this way suffer from an inherent uncertainty because of incompleteness, noise, and 

inconsistency. To effectively analyze such data, there is a need for progressive analytical 

approaches to efficiently review and/or predict future courses of action with high accuracy 

and innovative decision-making policies. With a great and fast increase in the amount and 

variety of data and, consequently, the increase of its uncertainty degree, the outcomes of 

analyses and also the decisions made accordingly lack confidence. It is not easy to conduct 

big data analyses with the use of conventional data analytics (Tsai et al., 2015). This failure 

is due to the fact that the conventional methods may lose effectiveness because of the five 

V's characteristics of big data, i.e., "high volume, low veracity, high velocity, great variety, 

and high value" (Chen et al., 2014; Ma et al., 2014).  

Big data also has other features, e.g., viability, validity, viscosity, and variability (Djafri & 

Gafour, 2022; Xin et al., 2021). A number of "artificial intelligence (AI)"-based techniques, 

for instance, data mining, "natural language processing (NLP)", "machine learning (ML)", 

and "computational intelligence (CI)", have been developed to offer BDA solutions due to 

their higher speed, accuracy, and precision when applied to massive data (Chen et al., 2014). 

These techniques typically aim to discover the information, indefinite correlations, and 

hidden patterns in massive datasets (Tsai et al., 2015).  

Digital service has a leading role in our daily lives, leading to massive data generation. The 

big data associated with digital service finds the most progressive applications in the socio-

economic domains. Many studies have been carried out on the challenges that inherently exist 

in specific applications of digital service or big data separately; however, the literature lacks 

research into digital service enabled by big data analytics. To bridge this gap, the current 

study discusses the latest digital service enabled challenges by big data analytics applications 

used in the industry 4.0 era. In addition, this study presents an inclusive framework of digital 

service enabled by big data analytics technologies and describes its potential to deal with 

application-specific challenges. This study aims to suggest a data-driven decision-making 

model for the evaluation of the multi-attribute decision analysis (MADA) problem. In this 
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line, the proposed method will discuss computing the weights of the digital service-enabled 

challenges by big data analytics technologies. Then, the proposed method prioritizes the 

technologies to assess the digital service challenges that big data analytics technologies 

enable. In this regard, this study aims to suggest an integrated framework based on the 

removal effects of criteria (MEREC)”, and the “multi-attribute multi-objective optimization 

with ratio analysis (MULTIMOORA)” approaches called the “MEREC-MULTIMOORA” 

for the evaluation of the MADA problem. In this line, the MEREC tool is discussed to 

compute the weights of challenges of SM in the era of BDA technologies. 

2. Literature review 

2.1. Digital service enabled by big data analytics 

Big data refers to huge or complicated data sets that typically surpass conventional systems' 

technical capability in the storage, processing, management, interpretation, and visualization 

of data (Kaisler et al., 2013). At present, we face an exponentially growing trend in the 

volume of data, which is expected to reach zettabytes per year in a few years. Scholars and 

practitioners believe such an overflow of data brings about new opportunities; for that reason, 

numerous companies are attempting to improve their BDA capacities to understand the 

hidden values of big data better. Kambatla et al. (2014) comprehensively discussed the trends 

in BDA, including both software and hardware. Two challenging tasks are collecting and 

storing data from widely-distributed sources in the storage systems and running a diverse set 

of computations. Zhong et al. (2016) investigated the currently used big data technologies, 

including those introduced for storing, processing, and visualizing data. There is still a need 

to systematically review novel analytical methods, tools, and techniques to discern decisions 

in different domains (Hagel, 2015).  

Big data and progressive techniques of data analytics could be applied to developing 

analytical and computational models (Iqbal et al., 2020). The literature shows that there is 

still interest in finding the best ways to develop the infrastructure, which has led to the 

introduction of different data mining and ML algorithms in various study areas.  

Big data is mainly focused on the psychological aspect of predicting the consumers' 

requirements rather than understanding them. It is essential to investigate how the customers 

behavior and the things they will buy next after purchasing the goods could be predicted. 

This will help to understand the consumers' perception regarding the brand, and it will show 

the way to enhance the quality and effectiveness of target advertising.  

A score was developed by Scholz et al. (2018) covering the position effect of digital service 

such as social media (SM) inside. This score helps to analyze the inside impact on individuals 

and firms. The results of the study by Goldberg (1990) give the social facilitation inspiration, 
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participating and socializing inspiration, and information inspiration that pressures the 

consumers' common attitudes in the direction of SM sites. It had a well-constructed outcome 

on their attitudes in the direction of marketers social networking sites. In SM posts, there are 

many potentials that could be used for data mining and analysis. With understanding such 

potentials, platform providers tend to put a limitation on individuals access to such data. This 

shift causes new challenges for social scientists and other non-profit scholars seeking to 

analyze public posts to better understand human interactions and improve human conditions. 

SM analytics is a research axis that is concentrated on extracting insights from SM-induced 

data to aid individuals and organizations in making the best decisions about different 

disciplines of life. There is a need for big data technologies to be applied. For that reason, the 

current study aims to help researchers working in this field discover the challenges faced with 

data analysis using big data technologies. A comprehensive review was conducted to collect 

the challenges and obstacles faced when integrating big data technologies with digitally 

enabled services, and the result is presented in Figure 1. To the best of our knowledge, this 

set of challenges is the main contribution of this study. However, we need to look for practical 

multi-criteria decision-making tools to examine the subjective and objective weights of these 

challenges. The conventional MCDM methods are proposed to aid decision-makers in 

making the best decisions in different situations. Though, most decision-making situations 

necessitate considering the decision experts (DE) experiences and judgment. The use of the 

Fuzzy sets theory could accomplish this. 

3. Research method 

Fuzzy sets (FSs) and their generalizations feature can help handle information that suffers 

from incompleteness and imprecision. However, not all fuzzy multi-criteria decision-making 

tools can be applied to incomplete and uncertain data, which may appear recurrently in real 

situations. To effectively address such challenges, a robust formal general framework was 

developed by Atanassov (1986) as a novel branch of mathematics, termed "intuitionistic 

fuzzy sets (IFSs)", to treat the problem with uncertainty and ambiguity of information. IFSs 

define each object with a "membership function (MF)", a "non-membership function (NF), 

and an "indeterminacy function (IF)" to reflect the unknown/neutral environment. Later on, 

an IFS MCDM model was introduced by Mishra et al. (2021) for ranking and assessing 

suppliers using the "combinative distance-based assessment (CODAS)" tool.  

12



Sara Saberi, Abbas Mardani 

 

Figure 1: Challenges of digital service enabled by big data analytics technologies 

 

Rani et al. (2021) also proposed the Fermatean fuzzy information-MEREC-additive ratio 

assessment (ARAS) method to provide a solution to the problem of selecting the best 

available method for the treatment of food waste. Mishra et al. (2022) developed an integrated 

MEREC-MULTIMOORA tool for the selection of "low-carbon tourism strategies" in the 

"single-valued neutrosophic sets (SVNSs)" setting. In this proposed MCDM method, the 

MEREC is utilized for finding the objective weighting coefficients. The ranking sum (RS) 

method is employed to find the subjective weighting coefficient. 

The RS developed by Stillwell et al. (1981) is used for ranking values of selected criteria 

with the help of the decision maker's opinions. Later, Hezam et al. (2022) introduced a hybrid 

MCDM methodology by combining the "MEREC-RS-DNMA" approach with IFSs and 

applied it to evaluate the "alternative fuel vehicles (AFVs)" problem.  
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In 2006, the "multi-objective optimization with the ratio analysis (MOORA)" tool by 

combing the "reference point (RP)" and "ratio system (RS)" was introduced in W. Brauers 

and Zavadskas (2006) study to treat the MCDM issues. W. K. M. Brauers and Zavadskas 

(2010) renamed MOORA into "multiattribute multi-objective optimization with the ratio 

analysis (MULTIMOORA)" by adding "full multiplicative form (FMF)". (W. K. M. Brauers 

and Zavadskas (2010) validated that the MULTIMOORA has higher efficiency, and better 

stability with advanced robustness by comparing it with other tools such as the "technique 

for order of prioritization by similarity to ideal solution (TOPSIS)", the "analytic hierarchy 

process (AHP)", and the "VIKOR (visekriterijumska optimizacija I kompromisno resenje in 

Serbian)". 

3.1. Proposed data-driven decision-making model 

We are working on a new methodology to propose MEREC-MULTIMOORA, an extended 

decision-making methodology. MULTIMOORA properly integrates the benefits of various 

aggregation functions. The final integration function of MULTIMOORA extensively 

considers the utility values and the alternative ranks; this will cause the final ranking result 

highly reliable considering the attribute of data collected from digitally enabled services.  

3.2. Case study 

There are several challenges for SM in the era of BDA technologies; therefore, this study 

will implement a survey approach with the current literature review and interviews with 

experts to identify these challenges. In the first step, we discuss the important challenges for 

SM in the era of BDA technologies using the current literature review. In the following stage, 

we will send the identified challenges to different experts to select the most important 

challenges for SM in the era of the BDA technologies section. A total of 25 analytic data 

managers from different online learning websites will be invited. In the next stage, we will 

invite four DEs in the area of SM and BDA to evaluate the identified challenges. 

4. Conclusion 

The biggest proportion of big data surge is in words, videos, images, or a combination of 

them. Big data is exponentially growing, and it is expected even to accelerate its growth pace 

in the future. Only a small amount of digital service-generated data is analyzed effectively; 

however, business managers believe that these data greatly support making intelligent 

decisions if correclty analyzed. Several tools are being designed and proposed in the literature 

for using digital service-produced data to gauge consumers behavior and turn it into 

actionable information. For the analysis, ranking, and evaluation of the most important 

challenges that arise in digital service in the BDA technologies era, the current paper 

proposes an integrated decision-making method to analysis the challenges of different online 
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learning websites. Big data technology helps organizations to take deeper insights from 

consumer feedback. Accordingly, a decision-making model will be introduced using the 

MEREC and the MULTIMOORA tools called the MEREC-MULTIMOORA method to 

evaluate the main challenges of digital service in the era of BDA technologies in different 

online learning websites. To rank the main challenges of digital service in the era of BDA 

technologies online learning websites, the MEREC is applied, and the MULTIMOORA 

method is used to find the rank of different technologies over different challenges.  
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Abstract 

In 2022, 2.9 billion people worldwide lacked access to the internet, thus being 

unable to benefit from the digital economy (WEF, 2022). Moreover, lacking 

internet access at home can further exacerbate existing educational and 

economic inequalities. Thus, it is crucial not only to identify the 

sociodemographic profile of households that lack internet access, but of those 

most vulnerable to lacking internet access in the future (Hidalgo et al., 2020). 

This study applies several widely used machine learning classifiers (logit 

regression, naïve Bayes, linear discriminant analysis, k-nearest neighbors and 

random forest; James et al., 2021) to analyze the main socioeconomic internet 

access drivers for the Mexican population, using household surveys for the 

period between 2016 and 2020 (INEGI, 2020). Our principal result is that 

income, education level, and rurality are the main factors determining lack of 

internet access, both present and future; and that gender and occupation only 

play a secondary role in explaining the digital divide. These results can inform 

the formulation of public policies with the aim to secure universal access to 

the internet, and thus prevent the widening of existing inequalities in 

development. 
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Abstract 

Research in innovation usually builds on conventional data such as balance 

sheets, surveys, patents, or product catalogs. This paper intends to explore 

unconventional data, specifically web-scraped data, as an information source 

for innovation studies, proposing a careful procedure to establish the veracity 

of the linkage between web-based data and firm-level information retrieved 

from conventional sources. The study regards a sample of Italian 

manufacturing small and medium enterprises active in 2016, comprehending 

both innovative and non-innovative firms. It is based on HTML tags, whilst 

most of the previous literature worked on the web-pages text and related 

semantics. Our paper provides evidence that the way HTML language is 

applied to build a corporate website unveils the capabilities of the owner firm, 

helping to distinguish innovative from non-innovative SMEs.  

Keywords: innovation, SMEs, unconventional data, HTML code, web-

scraping 
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1. Introduction

A firm’s innovativeness surely ingrains its practices and the shared knowledge of its 

employees, but is not always observable. This complicates the assessment of the presence 

and intensity of innovative activity, although the innovation economics literature has made 

significant progress in measuring this phenomenon using balance sheets, surveys, patents, 

and product catalogs. None of these conventional sources, however, can completely capture 

such latent features, in particular as far as small and medium-sized enterprises (SMEs) are 

concerned (OECD [1963; 1992]). Furthermore, the derived innovation policy indicators are 

not always updated enough to describe the current situation. Balance sheets, for instance, are 

available at the end of each year and released by data providers with further delay. 

This study suggests that SMEs’ corporate websites, as outputs of a firm’s activity, can 

represent an additional data source to build indicators of firms’ innovative character. Firms 

typically shape their website as virtual showcases to sell products and share information 

related to their business. This makes the content of corporate websites highly connected to 

the economic activity of the firms [Domènech et al., 2012]. Moreover, websites are publicly 

accessible and regularly updated, so to appear as good candidates to solve some of the 

limitations of the currently available, conventional, sources. Accordingly, part of literature 

started scraping websites for research purposes [e.g. Blázquez et al., 2018; Crosato et al., 

2021], and to use corporate websites to analyze firms’ innovative activity [Libaers et al., 

2016; Gök et al., 2015; Héroux-Vaillancourt et al., 2020; Daas and van der Doef, 2020; Kinne 

and Axenbeck, 2020; Axenbeck and Breithaupt, 2021; Kinne and Lenz, 2021, Ashouri et al., 

2022]. 

Our paper adds to this literature but shifts the focus from the semantic analysis of web-pages 

text to the HTML code structure of webpages. The HTML code employed to build a corporate 

website stems from a blending of the company’s needs and skills with those of the 

programmers [Brinck et al., 2001], so that it is sensible to suppose it unveils latent features 

such as high skills and creativity linked to the innovativeness of a firm. Innovative SMEs are 

supposed to be oriented towards new products development and commercialization, so we 

may expect that they want their websites well indexed by search engines and social networks. 

They employ high-skill workers, so they are keener to adopt new technologies, which should 

emerge from the HTML structure. Moreover, equipping a website with e-commerce, 

customer engagements, and user monitoring is easier through particular HTML programming 

styles. Finally, from a researcher’s point of view, the analysis of a much more structured 

language like HTML is easier and computationally less expensive when compared to the 

analysis of natural languages applied in previous works. 
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2. Data Description

Our dataset merges conventional and unconventional data sources, where by conventional 

we refer to data resulting from a traditional design, i.e. originally collected by reference 

institutions for administrative purposes, but available in the standard matrix format and ready 

to be used for research purposes. Conventional data sources (Orbis and Aida databases by 

Bureau van Dijk) were the starting point to build the sample and were essential to divide the 

sample in innovative and non-innovative firms.  Our unconventional source of data is the 

Wayback Machine of the Internet Archive (https://web.archive.org/). Table 1 summarizes the 

type of information retrieved from the different sources. 

Table 1: Framework for dataset building 

Data source and 

type 

Sample Units Collected variables 

Orbis-BvD      

(conventional) 

Italian Manufacturing SMEs, 

Active in 2016 with reported 

website 

N= 77,993 

Sample selection variables 

- ‘status’ (active, bankrupt, in

liquidation, etc.)

- number of employees

- total assets

- turnover

- website URL

Company’s details: 

- tax identification number (codice

fiscale)

- business name

- business address (street name,

number, and postcode)

- telephone number

Additional Stratification variables: 

- industrial sector (NACE)

- geographical location (NUTS 2)

Aida-BvD  

(conventional) 

Italian Manufacturing SMEs 

retrieved from Orbis 

Label of innovative SME, as defined 

by the Italian Startup Act 

Wayback Machine 

(unconventional) 

Italian Manufacturing SMEs 

retrieved from Orbis with: 

- Website present in

Wayback machine

- Website ownership

checked by our matching

algorithm

N= 43,335 

HTML tags used to structure the 

website’s front-page 
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Italian manufacturing SMEs, active in 2016, were retrieved from Orbis, using the standard 

definition of Eurostat based on the three firm size variables reported in Table 1. Firms with 

recorded websites were 77,993 on a total of 116,389. Since Orbis does not classify firms in 

terms of their innovativeness, we have resorted to its companion dataset Aida, which focuses 

on Italian firms. Here we have exploited the list of ‘innovative’ SMEs collected by the Italian 

Chamber of Commerce’s Business Register in compliance with the Italian Startup Act 

(221/2012 law). Note that the Italian Startup Act has a few advantages with respect to other 

indicators of firms’ innovativeness [Guerzoni et al., 2021]. It concentrates on SMEs who 

must focus on novel products and it does not base the classification on a single innovation 

measure, so included firms possess at least one among the usual innovation proxies. 

The collection of the web-based information required a previous rigorous screening process 

to assess the attribution of the website reported in Orbis for each firm, to be reasonably sure 

that we are observing the true website of the company of interest. This is a fundamental aspect 

of our sampling design that, to the best of our knowledge, was not taken care for but in a few 

works (such as Barcaroli et al. [2016]). To this end, we have accessed the 2016 archived 

version of each firm’s website URL, as reported in Orbis, on the Wayback Machine and, in 

each of the reported websites, we have searched for the company’s details collected from 

Orbis, both in the front-page of the website and in any of the web-pages reachable from a 

hyperlink contained in the front-page. 

At the end of this process we were left with 43,335 SMEs, after removing firms whose 2016 

was not archived in the Wayback Machine (about 14%) and firms whose website was not 

confirmed as their own by our algorithm (about 30%, including websites in which the details 

of the firms were not available). 

Our unconventional, web-based, information was finally scraped from the SMEs verified 

corporate website, with a procedure similar to the one described in Blázquez et al. [2018] and 

Crosato et al. [2021]: we have accessed the websites front-page and collected any HTML tag 

used to structure the page. We have kept only the HTML tag used more than three times in 

the whole document corpus, thus obtaining a final set composed of 711 HTML tags and six 

aggregate web-based statistics. 

3. Can SMEs websites unveil the innovative character of its owner?

In our sample, SMEs labeled as “innovative” in the Aida dataset were only 178. In order to 

assure a fair comparison between the two groups SMEs, we structured 100 samples of 680 

non-innovative firms stratifying by firm size, region and industry to match the smallest 

sample of innovative firms. 
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To spot the difference in the HTML structure of innovative and non-innovative corporate 

websites, each of the collected descriptive statistics and HTML tags were then compared on 

each of the one hundred non-innovative samples against the group of innovative SMEs.  

Results suggest that corporate websites of innovative SMEs appear to be bigger either when 

measured by the HTML code underlying their front-page, and by the embedded text as 

measured by the variables reported in Table 2. The variables text_size and gztext_size 

represent the amount of text used on the page, but the latter does not take into account 

repetitions; html_size measures the size of the HTML code of the web-page analyzed; 

href_number and img_number represent the number of hyperlinks and images present on the 

page, respectively. Finally, linkhref_number counts the number of external resources used by 

the page. The hypothesis of the two samples being drawn from the same distribution is 

strongly rejected by both the Kolmogorov-Smirnov (KS) and the Mann-Whitney tests: almost 

all the considered features show median p-values (Table 2) under the 5% significance level. 

We can clearly see that the size distributions of the HTML and the text shift to larger values 

for innovative firms with respect to controls (Figure 1). 

Table 2: P-value of Kolmogorov–Smirnov (KS) and Mann–Whitney (MW) tests comparing the 

distribution of web-based variables (innovative SMEs VS one hundred samples of control firms, 

median pvalue) 

Variable KS-test MW-test 

text_size 0.003 0.001 

gztext_size 0.002 0.001 

html_size 0.001 0.000 

href_number 0.001 0.000 

img_number 0.083 0.012 

linkhref_number 0.000 0.000 

Figure 1: Density distributions of two descriptive statistics about the web-pages for innovative (solid line) and 

non-innovative (lilac fan on one hundred samples) SMEs. 
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As about the HTML tags used in the source code of the front-pages, several of them seem to 

discriminate between innovative SMEs and control firms. In this case, we have added the χ2 

test for independence between belonging to the innovative group and presence of the feature, 

since for a few tags the KS test and the MW test disagreed. In Table 3 we have grouped the 

tags according to whether they discriminate in conformity with two out of three tests 

(moderate discriminating power) or with all of the three (highly discriminating power). We 

reject the null of similarity or independence if the median p-value of the test repeated over 

the 100 samples is smaller than 5%. 

Table 3: HTML tags grouped according to moderate (2 out of three test) or high (3 out of 3 

tests) discriminating power. 

Number of test rejecting the hypothesis of 

similarity/independence 

TAGS 

Two out of three <a>, <div>, <embed>, <link>, <meta>, <nav>, 

<object>, <p>, <param>, <script>, <section>, 

<style> 

Three out of three <footer>, <header>, <h>, <i>, <li>, <span>, 

<table>, <td>, <tr>, <ul> 

Among the first group of tags, a few of them are of the kind essential for websites building: 

<div>, <a>, <p>, independently of the degree of innovativeness of the firm. On the other way 

round, highly discriminating tags include <footer> or <header>.  

Figure 2: Density distributions of the number of times the indicated tag is used in a web-page for innovative (solid 

line) and non-innovative (lilac fan on one hundred samples) SMEs.  

The distribution of occurrences of the former tag is represented in the right panel of figure 2 

and shows that <footer> is more frequent in the front-pages of the websites of innovative 

SMEs. Tags like <table> (Figure 2, left panel) or <embed> are instead less used by innovative 

SMEs. Tables are nowadays deprecated, in favor of alternatives tailored for mobile devices. 
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The tag <embed>, mostly used to include Adobe Flash content in web-pages, is less present 

in the innovative SMEs web-pages since Adobe Flash was gradually set aside since the early 

2010s. These examples confirm that corporate websites of the innovative SMEs rely more on 

the modern HTML (HTML5) with respect to those of comparable non-innovative firms. 

4. Conclusions 

In this paper, we have proposed and explored the use of unconventional data scraped from 

corporate websites as a complementary source of information for identifying innovative 

SMEs. Our results point out some of the characteristics shaping either group of firms: we 

found bigger websites and more updated HTLM language for the innovative SMEs group. 

These findings, although preliminary, confirm the underlying hypothesis that the HTML code 

of corporate websites and its characteristics represent observable proxies high skills and 

ingeniousness, characterizing the ability of an SME to embrace innovation. We thus provide 

the first contribution trying to translate the HTML code of corporate websites into data for 

identifying innovative firms and derive innovation policy indicators, relatively inexpensive 

to build and easy to be constantly updated. Ongoing research pursues an unsupervised 

learning approach to understand whether a natural grouping of the HTML tags emerges from 

the data. 
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Abstract 

The COVID-19 outbreak provided a glimpse of a future world in which 

digital interactions are critical, compelling organisations and individuals to 

increase their adoption of technology. Therefore, to gain a competitive edge, 

organisations need accurate, real-time responses from extensive data 

analysis to further develop their products and services or create entirely new 

business models. The rising dependence on technical services has created a 

gap between organisational offerings and objectives, especially for startups. 

Statistics reveal the high failure rate of startups in top-ranking countries 

such as the United States, Germany and Australia. A major reason for 

startup failure is a lack of business knowledge in the technical team, affecting 

the adaptability of the business with respect to technology. Australia is 

ranked eighth in the world in terms of its startup ecosystem because of its 

internal market dynamics and physical, commercial and legal infrastructure. 

Nevertheless, startup failure in Australia is significant. Therefore, this paper, 

based on desk research and an analysis of secondary data, presents digital 

transformation strategies aimed at reducing risks, creating sustainable 

business growth and providing a real-time view of business efficiency, 

resulting in reduced costs and improved performance. 

Keywords: Startups; digital transformation; bid data; Australia; economy; 

sustainable business growth. 
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Digital transformation strategies for the sustainable growth of startups in Australia 

1. Introduction

This research paper discusses the effect of digital transformational strategies on the 

sustainable growth of startups and the national economy. The paper provides an overview 

of the global startup market before focusing specifically on the Australian market. Given its 

internal market dynamics and physical, commercial and legal infrastructure, Australia ranks 

eighth in the world for startups (Statista, 2022). 

The COVID-19 pandemic has compelled businesses across a wide range of sectors to 

provide online services, and consumers have become dependent on these services for their 

essential and non-essential needs. Under these new societal norms, business demand for 

cloud- and internet-based technologies is increasing (Hai, Van, & Thi Tuyet, 2021). The 

increasing adoption of digital solutions for existing services or operations across industries 

has boosted productivity (Osmundsen, Iden, & Bygstad, 2018). In 2022, the global digital 

transformation market was valued at US$594.5 billion and is predicted to reach 

US$1,548.9 billion by 2027, showing a compound annual growth rate (CAGR) of 21.1% 

over the forecast period (Statista, 2022). To gain a competitive edge, organisations need 

digital solutions to gain real-time responses from extensive data analysis to create new or 

enhance existing products and services or completely recreate their business models (Hai et 

al., 2021). 

The increasing dependence on technical services has created a gap between organisational 

offerings and business objectives, especially for startups. A lack of business knowledge in 

the technical team can affect the adaptability of the organisation with respect to technology 

(Savey, Daradkeh, & Gouvela, 2020). Studies show that, globally, 90% of startups fail, 

with 20% failing in the first year, 30% failing within 2 years, and 50% failing within 

5 years (Statista, 2022). The predominant reasons for startup failure include technological 

issues, lack of skills and poor financial capability (Savey et al., 2020). 

The gap between business and technical knowledge means that potential technological 

solutions such as big data integration systems, open data analysis, public data mining, 

artificial intelligence (AI) and cybersecurity strategies offer no significant benefits for 

businesses (Hai et al., 2021). More research on the organisational need for such 

technological solutions is needed before technical services can be effectively provided 

(Sekongo, 2019). 

Cybercrime involving the theft of sensitive client data and financial information has 

become a major risk for businesses (Statista, 2022). This has led to the increased demand 

for secure digital transformation solutions across various industries. Therefore, this paper 
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presents high-end digital solutions in the form of digital transformation strategies for 

startups to help improve efficiency and productivity, reduce operational costs and increase 

net profits through digitisation and automation. These strategies are aimed at reducing risks 

and creating a safer, healthier and more sustainable business with a real-time view of 

efficiency to reduce costs and improve performance. 

This study is based on a desk research methodology in which data were gathered from 

recent research articles and statistical resources. These data reveal the impact of digital 

transformation on the global and Australian economies. 

The remainder of the paper is structured as follows: Section 2 presents the statistics related 

to the global startup market, the success and failure rate of startups by country and the gaps 

in the Australian market; Section 3 discusses the e-services market in Australia; Section 4 

presents digital transformation strategies for startups to ensure their sustainability; and 

Section 5 provides conclusions and recommendations. 

2. Global Startup Market Statistics 

According to data in figure 1, the United States (US) was the top-ranked country for 

startups in 2022 , with a score of nearly four times (195.37) that of the second top-ranked 

ranked country, the United Kingdom (52.56). These ranking are based on the country 

positive ecosystem and number of established startups. Australia ranked eighth, placing it 

strongly in the top 10 leading countries for startups worldwide. 

 

Figure 1: Leading countries for startups worldwide 2022, (Statista 2022). 

0. 50. 100. 150. 200. 250.

United States

Isreal

Sweden

Singapore

France

The Netherlands

Estonia

Ireland

Lithuania

India

Leading countries for startups worldwide in2022, by total score

29



Digital transformation strategies for the sustainable growth of startups in Australia 

Australia’s strong ranking arises from its internal market dynamics and physical, 

commercial and legal infrastructure (Statista, 2022), which have strongly influenced its 

startup ecosystem and resulted in it becoming one of the first countries to establish startups. 

2.1. Startup Success and Failure Rate by Country 

Statistics show that startup failure rates are higher than success rates (see Table 1). South 

Africa has the highest startup failure rate at 86% and the lowest success rate at 14%, while 

Switzerland has the lowest failure rate at 65% and highest success rate at 35%. The US, 

Canada and France have similar startup failure and success rates of 80% and 20%, 

respectively. Australia, Germany and Estonia all have a 75% failure rate and a 25% success 

rate. These statistics show that startup failure rate is high in all top-ranked countries. 

Table 1: Startup Success and Failure Rate by Country 

Country Startup Failure Rate Startup Success Rate 

United States 80% 20% 

Canada 80% 20% 

France 80% 20% 

Germany 75% 25% 

Switzerland 65% 35% 

Estonia 75% 25% 

South Africa 86% 14% 

Australia 75% 25% 

Source:  CB Insights. (2023). 

The most common reason for startup failure is a lack of product demand arising from a 

limited understanding of customer needs (Savey et al., 2020). Moreover, startups in the 

technological domain have high failure rates; for example, 80% of e-commerce, 75% of 

fintech, 80% of health technology and 60% of educational technology startups fail (CB 

Insights, 2023). 

2.2. Gaps in the Australian Market 

Challenges in the Australian startup market contribute to startup failure within the first 

3 years. The primary reasons for startup failure include financing issues, finding the right 

talent and navigating the regulatory and legal environment ( Expert-Market, 2023). Startups 

need to secure resources and implement cost-effective operations to minimise their 

financial obligations. Recruiting skilled people for startup teams can be costly; therefore, 
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outsourcing may be an effective way to collaborate with professionals at a lower cost. 

Navigating the regulatory and legal environment is challenging for startups in Australia, 

especially with respect to digital services and data security. Startup owners must understand 

the relevant laws and regulations pertaining to their online services and the potential 

implications of non-compliance. Therefore, startups should consult with technical business 

advisors to ensure their compliance with relevant legislation. 

3. The E-Services Market in Australia 

Revenue from the e-services market is predicted to reach US$5.40 billion in 2023 and show 

a CAGR of 8.71% (2023–2027), resulting in a projected market value of US$7.54 billion 

by 2027 (Statista, 2022). Figure 2 shows that revenue from the information technology (IT) 

services market is projected to reach US$34.11 billion in 2023. The largest segment in the 

market is IT outsourcing, with a projected market volume of US$12.07 billion in 2023. 

This revenue is expected to show a CAGR (2023–2027) of 7.06%, resulting in a market 

volume of US$44.81 billion by 2027. The average spend per employee in the IT services 

market is projected to reach US$2,470 in 2023. 

 

Figure 2: 3. The E-Services Market in Australia 2022, (Statista, 2022). 
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The growth of e-services and the dependence on big data with respect to consumer 

transactions and social media mean that startups face major challenges, which can lead to 

failure. Therefore, to grow their businesses sustainably, startups need the support of 

technology professionals (Hai et al., 2021). The following section presents digital 

transformational strategies for technology professionals to assist startups with sustainable 

business growth. 

4. Digital Transformational Strategies for Sustainable Startup Growth 

Digital transformation can enhance performance and reduce errors, saving time and effort. 

In addition, it increases the flexibility, convenience, collaboration and performance of 

organisational activities (Nguyen, 2020). Therefore, digital transformation has become 

essential for both small and large businesses to enhance their business processes and 

customer experiences to meet changing business requirements. 

Startups are playing an increasingly important role in the Australian economy. With the 

growth in technology, cyberthreats and cybercrime have taken on new shapes in the form of 

next-generation ransomware, web attacks and others (Expert-Market, 2023). This paper 

presents digital transformational strategies for technology professionals who offer services 

to startups that require technological solutions for services such as online shopping, open 

and public data mining, shipping logistics, online systems, video conferencing, AI, virtual 

reality and interactive systems. 

The business strategies presented in this paper are based on the need for high-end digital 

solutions, consultation and training. The primary objective is to provide startups with 

limited resources in the rapidly growing e-services and online business sectors with secure, 

cost-effective digital solutions to ensure sustainable growth and meet client needs. Startups 

seek digital solutions to create better products more quickly and at a lower cost (Savey et 

al., 2020). These solutions can help startups be more sustainable, data driven and compliant 

(El Hilali & El Manouar, 2019). Figure 3 illustrates various IT solutions that may be 

offered to startups to make the crucial first steps and confidently expand their businesses. 

These solutions include integrated platforms with advanced and cost-effective technological 

features to boost the customer base, training and consultation in digital services, 

cybersecurity and compliance with legislation, strong data encryption practices, the 

efficient deployment of resources to improve decision-making and reduce operational costs 

and the offering of digital service packages at prices that meet the startup’s financial 

capabilities. 
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Figure 3: Services that may assist startups. 

5. Conclusion 

This paper has presented digital transformation strategies for technology professionals to 

assist startups with sustainable business growth and meeting client needs in the Australian 

market. Technology professionals can offer products and services such as training and 

consultation, data analytics, business intelligence, cybersecurity checks, AI modelling and 

systems, the Internet of Things, data infrastructure and customer interaction services to help 

startups find technological solutions for services such as online shopping, open and public 

data mining, social media analytics, video conferencing, AI, virtual reality and interactive 

systems (Hai et al., 2021). In addition, the paper presented strategies for technology 

professionals to assist startups to make the best possible use of IT, such as training and 

consultation in utilising digital services, applying secure digital solutions, managing 

cybersecurity systems and implementing strong data encryption practices. 

The statistics presented in this paper reveal that startup failure rates are higher than success 

rates in leading startup countries. For example, the challenges faced by startups in the 

Australian market often lead to failure within the first 3 years. The main reasons for startup 

failure include financial issues, the lack of skilled people and an inability to navigate the 

regulatory and legal environment. These challenges have increased with the growth of e-

services and the dependence on big data pertaining to consumer transactions and social 

media, contributing to the failure of startups across various sectors. Therefore, it is 

recommended that startups seek the help of technology professionals to grow their 

businesses sustainably. Studies have shown that the adoption of various advanced 

technologies such as AI, machine learning, the Internet of Things, blockchain technology 

and 5G have a positive effect on the market, resulting in the exponential growth of 

businesses across the globe (Hai et al., 2021). In addition, investments in the IT sector and 

the development of smart applications can lead to a significant increase in the adoption of 

big data and other related technologies. Therefore, to enhance the adoption of technology 

and utilisation of big data, it is critical to deploy simple, cost-effective, advanced digital 
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transformational strategies to promote the sustainable growth of startups and reduce the risk 

of failure. 
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Abstract 

The research carried out analyzes more than 5 million tweets on Sustainable 

Development Goals (SDGs), in general, and more than 17,000 tweets on SDG 

9 (Industry, Innovation and Infrastructure) , in particular, in the three-year 

period 2020-2022. After using Social Network Analysis and Semantic Analysis 

techniques, the results obtained show that SDG 9 has generated less interest 

in the social network Twitter than the other SDGs in the last three years, and 

the number of tweets about it has been decreasing. Moreover, the private 

sector does not play a key role in any of the main communities generated. 

Nevertheless, it is considered necessary to improve the communication 

strategy of SDG 9 and make it mainstream. 

Keywords: Sustainable Development Goals; SDG 9; Twitter, Social Network 

Analysis; Semantic Analysis. 
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Abstract 

The impact of big data analytics capabilities (BDAC) on firms’ sustainable 

performance (SP) is exerted through a set of underlying mechanisms that 

operate as a ‘black box.’ Our previous research demonstrated that a serial 

mediation of supply chain management capabilities (SCMC) and circular 

economy practices (CEP) is required to improve SP from BDAC. However, 

further insights regarding the role of BDAC in the processes of SP creation 

can be provided by deploying complementary analytics techniques, namely the 

importance-performance map analysis (IPMA) and the necessary condition 

analysis (NCA). This paper runs these techniques on a sample of 210 Spanish 

companies with the potential for circularity and environmental impact. The 

results show that BDAC are essential for achieving SP. However, companies 

still have enough room for improvement to take further advantage of these 

capabilities. Additionally, BDAC are a necessary (must-have factor) and 

sufficient (should-have factor) condition for the rest of the variables in the 

model. Furthermore, high levels of BDAC are required to achieve excellence 

in SP. 

Keywords: Big data analytics capabilities; Circular economy practices; 

Supply chain management capabilities; Sustainable performance; 

Importance-performance map analysis (IMPA); Necessary condition analysis 

(NCA). 
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Abstract 

Due to non-stationary, high volatility, and complex nonlinear patterns of stock 

market fluctuation, it is demanding to predict the stock price accurately. 

Nowadays, hybrid and ensemble models based on machine learning and 

economics replicate several patterns learned from the time series.  

This paper analyses the SARIMAX models in a classical approach and using 

AutoML algorithms from the Darts library. Second, a deep learning procedure 

predicts the DAX index stock prices. In particular, LSTM (Long Short-Term 

Memory) and BiLSTM recurrent neural networks (with and without stacking), 

with optimised hyperparameters architecture by KerasTuner, in the context of 

different time-frequency data (with and without mixed frequencies) are 

implemented. 

Nowadays great interest in multi-step-ahead stock price index forecasting by 

using different time frequencies (daily, one-minute, five-minute, and ten-

minute granularity), focusing on raising intraday stock market prices.   

The results show that the BiLSTM model forecast outperforms the benchmark 

models –the random walk and SARIMAX - and slightly improves LSTM. More 

specifically, the average reduction error rate by BiLSTM is 14-17 per cent 

compared to SARIMAX. According to the scientific literature, we also obtained 

that high-frequency data improve the forecast accuracy by 3-4% compared 

with daily data since we have some insights about volatility driving forces. 

Keywords: Time Series Prediction, SARIMAX model, LSTM and BiLSTM 

model, German stock market. 
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Analysis of the effectiveness of measures to reduce the severity of 

traffic accidents in the city of Barcelona in the period 2013-2019 

Lluís Bermúdez1, Isabel Morillo1 
1Department of Economic, Financial and Actuarial Mathematics, Universitat de Barcelona, 

Spain 

Abstract 

We study the severity of traffic accidents in the city of Barcelona during the 

period from 2010 to 2019. We intend to measure the performance of Local 

Road Safety Plan in Barcelona 2013-2018 actions in reducing fatal/ seriously 

injured victims, throughout the whole period examined. We also analyse the 

effect of the risk factors on accident severity to detect which are significant and 

therefore on which the following measures can be focused to reduce severity. 

We draw on data available on the Open Data Barcelona platform. Logistic 

regression model is applied. The results show that the 2013-2016 period 

presents a lower risk of fatal/serious injuries with a reduction of the severity 

odds ratio in 10%. This lower risk is even greater in the 2017-2019 period, 

with a reduction of 18%. In general terms would confirm that the measures 

have had an effect. Furthermore, it can be observed that there has been a 

reduction in severe accidents on working days, as well as on the day shift and 

on normal streets.  On the other hand, the incidence of severe accidents has 

remained the same when two-wheeled or heavy vehicles are involved and when 

there is speeding, a run-over or a shock. 

Keywords: Road traffic accidents; risk factors; road safety. 
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1. Introduction

The analysis of traffic accidents and the adoption of measures to reduce them is on the agenda 

of the European cities. The Local Road Safety Plan (LRSP) in Barcelona 2013-2018 

(Ajuntament de Barcelona, 2013) is an initiative which in the technical field, focuses on 

preventive and corrective actions as well as education for safe mobility with a specific 

objective: reduce by 30% the number of deaths in traffic accidents and 20% of serious injuries 

in traffic accidents in 2018 compared to 2012 levels.  

In this study we intend to measure the performance of LRSP measures in reducing fatal and 

seriously injured victims throughout the whole period examined. The severity of road 

accident casualties in urban areas and the analysis of measures taken for their reduction have 

been investigated in different studies (see e.g. Manner & Wünsch-Ziegler (2013); Wang et 

al (2019)). For our purposes, we use a data set with detailed information on accidents with 

victims that occurred in Barcelona, for the years 2010 until 2019. We evaluate the effect of 

the year in which the accident occurred into crash-injury severity, controlling for a number 

of different risk factors including type and cause of accident, number and type of vehicles 

involved, type of day and type of road where accident occurred. In this way, we can detect 

which are significant and therefore on which the following measures can be focused to reduce 

severity. For this purpose, we have divided the years in which accidents occurred into 3 

periods: the period 2010-2012, in which the characteristics of the accident rate is taken as a 

reference for the design of the LRSP; the period 2013-2016, when the measures started to be 

implemented; and the last period 2017-2019, which coincides with the completion of the 

plan. To examine the contribution of the risk factors considered to the severity of the 

accidents, we have categorised traffic accident injury severity into fatal/serious and non-

serious (minor or slight) and we have fitted a binary logistic regression model.  

2. Data and methods

Traffic accident data were obtained from the database of traffic accidents managed by the 

local police in the city of Barcelona. The final database obtained include a total of 87,823 

traffic accidents with victims during the studied period. The victims are classified into three 

categories: fatal, seriously injured (hospitalized for more than 24 hours) and non-seriously 

injured (treated at the scene of the accident, in hospital emergency services or hospitalized 

for less than 24 hours). 

In this study, the modelling effort has been restricted to using only the predicting factors that 

reflect the crash/accident characteristics including accident time (Period, Day (of the week) 

and Dayparts (time of the day));  crash site (Via (street, avenue or fast lane)); related causes 

(Pedestrian, Bloodalcohol, Speed and Roadcondition); type of accident (Runover, 

Twowheelscrash, Collision and Shock); the vehicle characteristics (Vehicles (number) and 
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type of vehicle involved (Bicycle, Twowheels, Heavy and Light). The study factors period, 

day, day parts and via were classified into several categories, the first category is the 

reference. In the rest of the factors, it has been necessary to convert them into dummy 

dichotomous variables. This potentials predicting factors have been extensively used in 

several studies (Vorkov-Jovic  et al.  (2006); Yau et al. (2006); Wang et al. (2019)). 

To determine the associations between the probability of severity outcomes (e.g. fatal/serious 

injuries versus minor injuries) and all contributory factors, we fit a binary logistic regression 

( (Sze & Wong, 2007);  Moudon et al. (2011)). The response variable is Severity with two 

levels (0: non-serious; 1: fatal and serious), the reference category is ‘non-serious injury’.  

The logistic regression model, expressed in terms of the logit transformation of the ith 

individual’s response probability, 𝑝𝑖  (e.g. probability of fatal/serious), is a linear function of 

the vector of explanatory variables: 

𝑙𝑜𝑔𝑖𝑡(𝑝𝑖) = 𝑙𝑜𝑔 (
𝑝𝑖

1 − 𝑝𝑖

) = 𝛽0 + 𝛽1𝑥1 + ⋯ + 𝛽𝑖𝑥𝑖 + ⋯ + 𝛽𝑛𝑥𝑛        (1) 

3. Results 

Table 1 shows the results of binary logistic regression model estimated: 

Table 1. Results of modelling the severity of the accidents. 

 Logistic  

Variables Coef. SE. P-val. 

Intercept -5.059 0.134 <0.01 

Period_2013-16 -0.102 0.050 0.041 

Period_2017-19 0.198 0.055 <0.01 

Day_Working -0.295 0.051 <0.01 

Dayparts_Afternoon 0.215 0.047 <0.01 

Dayparts_Even.-Night 0.397 0.070 <0.01 

Via_Avenue 0.077 0.045 0.085 

Via_Fast lane 0.246 0.087 <0.01 

Vehicles_1 -0.947 0.117 <0.01 

Bycicle_1 0.773 0.104 <0.01 

Twowheels_1 1.249 0.076 <0.01 

Heavy_1 1.359 0.093 <0.01 

Light_1 0.421 0.079 <0.01 

Pedestrian_1 0.393 0.075 <0.01 

Bloodalcohol_1 0.157 0.115 0.172 

Speed_1 1.314 0.132 <0.01 

Roadcondition_1 -0.904 0.342 0.013 

Runover_1 1.491 0.099 <0.01 

Twowheelcrash_1 0.208 0.085 0.015 

Collision_1 0.706 0.108 <0.01 

Shock_1 1.477 0.092 <0.01 

AIC   5958.4 

Source: Open Data BCN. https://opendata-ajuntament.barcelona.cat/data/es/dataset. 

 Own elaboration. 
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The reported results are the estimated coefficients for the risk factors computed and the 

standard error and the p-value statistic for each variable. The Akaike information criterion 

(AIC) is also included as an indicator of the goodness of fit of the model.  

Results show that several factors are found to be associated with the injury severity. In the 

case of the period in which the accident occurs, assumed as an indicator of the performance 

of the LRSP measures, period 2013-2016 presents a lower risk of fatal/serious injuries with 

a reduction of the severity odds ratio in 10%. This lower risk is even greater in the period 

2017-2019, with a reduction of the severity odds ratio in 18%, which in general terms would 

confirm that the measures have had an effect. 

For the rest of risk factors, the severity odds ratio is reduced by 25% during working days 

and is increased in 49\% when the accident occurs in the evening-night with respect to the 

morning shift. Setting normal streets as the reference category there is a higher risk of a 

fatal/serious injury in fast lanes, with an increase of 28% in the severity odds ratio. There is 

a lower risk of fatal/serious injury if there is more than one vehicle involved in the accident, 

the odds ratio is reduced in 61% with respect to an accident with only one vehicle involved. 

If two-wheeled or heavy vehicles are involved there is a higher risk of fatality/serious injury 

than if a light vehicle is involved. For example, when a two-wheeled is involved in the 

accident the severity odds ratio increase 3.5 times with respect the case in which is not. 

Speeding increases the severity odds ratio in 3.7 times. Excess alcohol is not such a 

significant factor and this is probably due to collinearity with excess of speed and night. Road 

condition does not increase the risk of deaths/serious injuries. Finally, the results show that 

run over and shocks (crashes against a static element) increase more the risk of accidents 

with fatalities and serious injuries. In both cases, the severity odds ratio increases around 4 

times. These results are consistent with those of other studies ((Valent, et al., 2002); (Barua 

& Tay, 2010); (Manner & Wünsch-Ziegler, 2013); (Nasri et al. (2022)). 

4. Conclusions 

From the evaluation of the effect of the year in which the accident occurred into crash-injury 

severity, the results obtained in our study show that in general terms the severity (fatal/serious 

injury) of road accidents has decreased in the period 2013-2019. Considering the analysed 

risks factors, when two-wheeled or heavy vehicles are involved continue to increase the risk 

of a severe accident. This is also the case when the mediate cause is speeding and when the 

type of accident is a run-over or a collision with a static element. This casuistry has to be 

evaluated in greater detail within the accident rate, in order to seek out or influence in a more 

efficient way measures that help to achieve the objectives set. 
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Abstract 

The delineation of electoral district boundaries is a fundamental component of 

democratic practice in the United States. However, gerrymandering—the 

manipulation of district boundaries to favor specific interest groups—

undermines this process and often leads to contentious debates and legal 

battles. The primary objective of this study is to quantitatively evaluate four 

sets of New York State’s 2022 congressional district maps for signs of 

gerrymandering. These maps were proposed by the Independent Redistricting 

Commission (IRC), the State Legislature, and the State Court, respectively. 

The quantitative metrics employed integrate factors such as population 

distribution, state boundaries, and spatial topology to assess district 

compactness and to identify gerrymandering. The results indicate that the 

Court-drawn congressional districts exhibit considerably lower levels of 

gerrymandering than the maps proposed by the IRC and the State Legislature, 

which exhibit little disparity. As the Supreme Court of the United States has 

ruled that addressing partisan gerrymandering falls within the jurisdiction of 

the state, the findings of this study suggest that appointing special map masters 

by the State Court and reducing or eliminating the influence of political parties 

in redistricting could generate fairer electoral maps that promote equitable 

representation of the state's populace. 

Keywords: redistricting; electoral maps; gerrymandering; New York State 
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1. Introduction 

Drawing electoral district boundaries is one fundamental component for the functioning of 

political systems in the United States (Crocker, 2012). Representatives of the House, for 

example, are elected every two years from the 435 congressional districts in the country. In 

November of even-numbered years, voters in each congressional district cast their ballots to 

elect their representative. The candidate who receives the most votes is elected to represent 

that district in Congress and voters outside the district have no direct impact on the election 

result. To reflect changes in population, every ten years, after the decennial census, states 

receives the numbers of the House representatives from apportionment and redraw their 

congressional district boundaries, as the constitution requires each district has roughly the 

same population. 

Since district boundaries can be used to gather or dilute supporters of a particular political 

party or candidate, the undemocratic practice of gerrymandering, that is the manipulation of 

electoral district boundaries to favor particular group interests through “packing” and 

“cracking”, proved to be an enduring challenge to eliminate, despite decades of efforts from 

political scientists, mathematicians, legal scholars, and engaged citizens (Abramowitz, 

Alexander, & Gunning, 2006; Ansolabehere & Snyder Jr, 2012). Even though racial 

gerrymandering against minorities has been ruled unconstitutional by the Supreme Court of 

the United States (SCOTUS) and therefore largely been prevented or corrected, partisan 

gerrymandering is still prevalent, partially because SCOTUS refused to judge the cases of 

partisan gerrymandering and suggested regulating district maps was the jurisdiction of the 

state. Although it can be reasonably argued that districting is political by nature and partisan 

gerrymandering also reflects, to a certain extent, the composition of the underlying 

constituents, extreme gerrymanders that lead to obviously weird-shaped boundaries suppress 

the representation of certain local communities and become a stain on the merit of 

democracy.  

At the state level in the US, drawing electoral district maps has diverse practices, from 

governor-appointed committees to independent and third-party expert mapping groups, and 

to commissions approved by state legislatures. In the last two decades, the State of New York 

experienced different models of redistricting, particularly related to the 2022 mid-term 

elections (Table 1). The 2014 New York Redistricting Commission Amendment established 

the rule that a ten-member Independent Redistricting Commission (IRC) should be formed 

to redraw state legislative and congressional districts from 2021 onwards. Four legislative 

leaders each choose two commissioners, while the remaining two citizen-commissioners are 

selected by the eight members. The Commission shall submit proposed district maps to the 

Legislature, which can approve or reject the plans without modifications. The Legislature can 

only make amendments if the Commission's plans are rejected twice. Upon the release of the 

2020 decennial census data, the IRC started working on redistricting maps in early 2021. 
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Divided by the party lines, however, the commission failed to reach consensus and had to 

submit Plan A and Plan B for the district maps. The State Legislature rejected both plans and 

the IRC could not submit a new plan within the required 15 days window. As a result, the 

legislature created its own maps, and the governor signed them into law. After that, the 

district maps of Congress and State Senate faced lawsuits and were struck down by the State 

Court of Appeals in April 2022. In the end, those two maps were drawn by the special master 

appointed by the Court.  

Table 1. Timeline of Redistricting for 2022 Elections in New York State, USA 

Time Event 

2014 New York State enacted a constitutional amendment to form the Independent 

Redistricting Commission (IRC) to draw district maps for congress, state 

senate, and state assembly. 

Early 2021 Upon the release of new decennial census data, the IRC started to work on the 

new district maps. 

Dec, 2021 The IRC could not reach consensus on the proposed district maps, with 

irreconcilable division between the Democratic and Republican party lines. 

01/03/2022 The IRC submitted two separate plans for Congress, State Senate, and State 

Assembly, Plan A and Plan B favored by the two parties, to the State 

Legislature  

01/10/2022 The State Legislature rejected both plans. The law required the IRC to submit 

a new plan within 15 days. 

01/24/2022 The IRC decided not to propose a new plan as it was deadlocked. 

02/03/2022 The State Legislature, controlled by the Democratic Party, then passed its own 

plans and the governor, also a Democratic, signed it into law. 

04/21/2022 In the ruling of the lawsuits against the district maps approved by the 

governor, the State of New York Court of Appeals struck down the Congress 

and State Senate districting maps.  

05/16/2022 The special master appointed to redraw New York’s legislative districts by the 

court released the draft maps 

05/21/2022 The court released the final maps for New York’s 26 congressional and 63 

state Senate districts. The State Legislature did not challenge or amend the 

maps. 

The primary objective of this study is to use quantitative metrics to evaluate the degree of 

gerrymandering in the four sets of congressional district maps for New York State proposed 
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by the IRC, the State Legislature, and the State Court of Appeals, respectively. Unlike most 

metrics, the study employs a metric with more comprehensive criteria to assess districts’ 

compactness and gerrymandering, taking into account factors such as population distribution, 

state boundaries, and geospatial topology.  

2. Data and Methods 

To conduct the evaluation, the census population data and four sets of congressional district 

maps were collected from public sources (Table 2). 

Table 2. Data for Assessing Gerrymandering of District Maps in New York State 

Data Source URL Format 

Census 

Population 

Enumeration 

Decennial Census 

P.L. 94-171 

Redistricting Data 

https://www.census.gov/programs-

surveys/decennial-

census/about/rdo/summary-

files.html 

Boundary data in 

Shapefile; Population 

data in binary format 

(with import script 

code)  

District 

Maps 

submitted 

by IRC  

New York State 

IRC Plans 

2021/2022  

 

https://www.nyirc.gov/plans Spatial/GIS Data in 

Shapefile  

District 

Maps by the 

Legislature 

and Court 

NYS Legislative 

Task Force on 

Democratic 

Research and 

Reapportionment 

https://latfor.state.ny.us/maps/ 

Also historial archive of the 

website at https://archive.org/web/ 

Spatial/GIS Data in 

Shapefile; PDF maps 

While it is straightforward to collect and process the data for gerrymandering assessment, it 

is rather challenging to quantitively identify and measure gerrymandering despite the 

availability of numerous metrics. Of the two main categories of gerrymandering metrics or 

tests, one is based on the deviation of the election results from those implied by the popular 

vote. One notable example is the efficiency gap (Bernstein & Duchin, 2017; Stephanopoulos 

& McGhee, 2015). However, these election results-derived metrics essentially converge to 

the popular vote and ultimately suggest the invalidity of the current electoral system. The 

other category directly measures the compactness of the boundaries and can be applied 

without election information (Young, 1988). Existing compactness measurements for 

gerrymandering, however, target at particular aspects of gerrymandered shapes such as 

elongation, indentation, bizarreness, or dispersion without adequately integrating them with 
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spatial context (Fan, Li, Wolf, & Myint, 2015; Lunday, 2014; MacEachren, 1985). 

Gerrymandered shapes are geometrically complex with multidimensional characteristics, yet 

most of those geometry-based metrics can only address one aspect and fail to consider the 

geographic context such as population and sub-population distribution, external boundary 

constraints, and internal topology (Chambers & Miller, 2013; Niemi, Grofman, Carlucci, & 

Hofeller, 1990). Most significantly, they only rank districts without offering a cut-off value 

to consistently identify gerrymandered boundaries.  

This paper employs a quantitative gerrymandering metric based on non-overlapping 

maximum coverage circles that is proposed by Sun (2021). This metric comprehensively and 

coherently integrates population, boundary constraints, and spatial context. It also reflects 

roundness, convexity, and closeness. Most noticeably, it offers a natural threshold of zero for 

gerrymandering identification, which can conservatively but directly and unambiguously 

identify gerrymandered boundaries. In addition to this comprehensive metric, other simpler 

measures are also calculated for the purpose of comparison. All the measures for the four sets 

of electoral district maps are compared statistically. 

3. Results 

The 2020 census has led to a reduction in the number of seats allocated to the State of New 

York in the House of Representatives, from 27 to 26. Consequently, there is a need to redraw 

the congressional districts, which will certainly result in the displacement of at least one 

incumbent member of the House.  

 
Figure 1. Gerrymandering Measurements of Congressional Maps Proposed for 2022  

Mid-Term in New York State. The metric is based on coverage circle path distances proposed by Sun (2021). 

Negative values (red) indicate clear gerrymanders. 
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The new congressional district maps submitted by the IRC—including Plan A and Plan B, 

the State Legislature, and the State Court, as well as the map for the previous decade, are 

available as interactive web apps at https://suncodeearth.github.io/nys_cd_maps. The actual 

map used for the election is the one proposed by the Court. 

From the quantitative measures using the maximum coverage circle path distance-based 

metric (CCPD) and others, it is clear that the Court-drawn map has higher average and 

median compactness than those proposed by the IRC and the legislature (Figure 1, Table 3). 

Note that Moment of Inertia (MOI) related metrics are measuring dispersion, which is 

positively correlated to gerrymandering. Other metrics, including CCPD, measure 

compactness, which is negatively correlated to gerrymandering. With the Kruskal-Wallis 

rank sum test, the IRC Plans are not statistically different (p1>0.05) from the one proposed 

by the State Legislature on multiple gerrymandering metrics with or without the 

consideration of population, state boundary, or spatial topology (Table 3). To the contrast, 

the difference between the State Court-drawn map is statistically different from other maps, 

particularly when measured without population (p2<0.05). This also implies that the Court-

drawn districts appear much more compact, although they still bear much gerrymandering 

when population distribution is considered.  

Table 3. Measures of Compactness and Gerrymandering of District Maps in New York State 

Metric 
IRC       

Plan A* 

IRC       

Plan B 

State 

Legislature p1 
State 

Court p2 

Polsby Popper 
0.28 (0.12) 

[0.10, 0.60] 

0.28 (0.13) 

[0.13, 0.58] 

0.25 (0.09) 

[0.05, 0.43] 
0.9 

0.36 (0.11) 

[0.18, 0.61] 
<0.01 

Moment of 

Inertia (MOI) ** 

1.79 (0.84) 

[1.07, 5.24] 

1.80 (0.67) 

[1.13, 4.36] 

2.02 (1.07) 

[1.13, 6.49] 
0.5 

1.54 (0.37) 

[1.04, 2.41] 
0.027 

Population 

weighted MOI ** 

1.57 (1.17) 

[0.27, 6.37] 

1.59 (0.96) 

[0.27, 5.15] 

1.75 (1.43) 

[0.33, 7.97] 
0.8 

1.22 (0.49) 

[0.23, 2.20] 
0.13 

Coverage- Circle 

Path Distance 

(CCPD) 

0.27 (0.22) 

[-0.33, 0.67] 

0.26 (0.18) 

[-0.12, 0.61] 

0.21 (0.24) 

[-0.62, 0.56] 
0.7 

0.35 (0.16) 

[0.07, 0.67] 
0.042 

Population 

Weighted CCPD 

0.32 (0.28) 

[-0.58, 0.87] 

0.31 (0.25) 

[-0.26, 0.87] 

0.29 (0.33) 

[-0.99, 0.82] 
>0.9 

0.41 (0.19) 

[0.09, 0.86] 
0.2 

*   Mean (SD) [Min, Max].  
** MOIs measure dispersion, one characteristic of gerrymandering; other metrics are indicators of compactness, 

the opposite of gerrymandering.  
1 Kruskal-Wallis rank sum test for the differences among IRC Plan A & B, and State Legislature   

2 Kruskal-Wallis rank sum test for the difference between State Legislature and State Court 
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In addition, the map drawn by the Court also has much less extremely gerrymandered shapes. 

Noticeably, the map drawn by the State Legislature has two clear cases of gerrymandering, 

while the IRC plans have one for each. The politicians at the State Capital did not eliminate 

gerrymandering; instead, they made it even worse. The independent special master appointed 

by the court, on the contrary, divided that district and made it more compact (Figure 2). 

 

Figure 2. The most gerrymandered district in the plans proposed by IRC Plan A, IRC Plan B, and the State 

Legislature was revised in the Court-drawn map (from left to right). 

4. Conclusion 

This paper evaluates the degree of and identifies the cases of gerrymandering in four different 

sets of congressional district maps for the 2022 mid-term elections in New York State. There 

are two important implications from the study. First, it is critical to establish a legally and 

politically accepted metric or test for the identification of extreme gerrymandering. Due to 

the nature of redistricting, some wiggle room for political flexibility is practically necessary 

and favorable, which implies that gerrymandering cannot be completely avoided. However, 

identifying extreme gerrymandering with a quantitative metric helps avoid proposing or 

submitting district maps that would be rejected by the legislature or challenged in the courts. 

This metric must have a clearly defined and undisputable cut-off value. The maximum 

coverage circle path distance metric used in this paper seems appropriate for this task and 

warrants more case studies. Second, with the polarization of the American voters and 

politicians, relying on the political system to produce new electoral maps seems inefficient 

and problematic. Deeply influenced by the results of redistricting, it is impossible for those 

in the political system to withhold their strongly motivated influences, either directly or 
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through “independent” commissions. This paper clearly shows that the special master 

appointed by the court, without direct connection to the State Legislature or other political 

groups, produced the least gerrymandered congressional district map. For the 2012 election, 

it was also the court that drew the final congressional district map. Considering the fact that 

increasingly more redistricting cases end up in court, it might be the time to consider 

permanently shifting the power of drawing electoral maps to the legal system. 
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Abstract 

The outbreak of the COVID-19 pandemic further highlighted the limitation of 

existing traditional indicators as policy formulation, particularly during crisis 

periods, demands timely and granular data. We construct the first Weekly 

Growth Domestic Product (GDP) Tracker in the Philippines using topic- and 

category- based Google Trends search volumes with the aid of machine 

learning models. We find that our Weekly GDP Tracker is a useful high-

frequency tool in nowcasting economic activity. We also show that the machine 

learning-based GDP tracker outperforms the traditional autoregression 

models under study in terms of lower root mean square error (RMSE) for both 

train and test datasets. On the whole, our Weekly GDP Tracker can serve as a 

useful complementary surveillance tool for monitoring economic activity. 

Keywords: Nowcasting; GDP; Google Trends; machine learning models; 

neural networks. 
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1. Introduction 

Timely and accurate information are essential inputs for policy formulation. Data becomes 

even more important during crisis periods, such as the COVID-19 pandemic, as high 

frequency and granular data are integral in crafting prompt and appropriate policy responses 

that can help attenuate the impact of a crisis. However, official economic statistics are 

typically published with a significant time lag. In the case of the COVID-19 pandemic, an 

extra layer of challenge emerged as collection of official statistics was hampered by the 

imposition of mobility restrictions during the height of the health crisis. These motivate the 

interest of policymakers, including monetary authorities, to tap alternative data sources to 

supplement existing official statistics or traditional indicators.  

In the area of macroeconomic surveillance, the Gross Domestic Product (GDP) is the official 

and most comprehensive indicator for measuring economic activity. In the Philippines, the 

GDP is available on a quarterly basis and is published by the Philippine Statistics Authority 

(PSA) 40 days after the reference quarter except for the Q4 GDP which is released after 30 

days.1 Due to this publication lag, the Bangko Sentral ng Pilipinas (BSP) uses a number of 

models to nowcast the GDP as information on the output growth and the cyclical position of 

the economy in the business cycle are important considerations in policy formulation. Thus 

far, the BSP’s nowcasting models for the GDP have employed traditional statistics with 

nowcast updates implemented on a monthly or quarterly basis.  

This study attempts to build a high-frequency indicator of GDP growth that capitalizes on 

the use of alternative data. Our objectives are: (a) to construct a weekly GDP Tracker that 

can nowcast quarterly GDP growth using machine learning models trained on pre-identified 

Google search volumes; and (b) to evaluate the usefulness of Google Trends data in 

nowcasting GDP pending the availability of official statistics. To ensure that the use of 

Google Trends data is suitable for statistical and economic analysis, the topic- and category- 

based searches are selected based on the authors’ expert and sensible judgment on mapping 

relevant internet searches with the components of National Accounts of the Philippines 

(NAP). To the authors’ knowledge, this is the first empirical research in the Philippines to 

use both the topic- and category- based Google Trend searches in nowcasting GDP. 

2. Data: Google Trends Data Selection and Statistical Pre-processing 

This study uses data from two sources: PSA and Google Trends. The quarterly real GDP data 

(with 2018 base year) are sourced from the PSA. No other statistical processing was 

 

1 PSA, Technical Notes on the National Accounts of the Philippines, available online at 

https://psa.gov.ph/statistics/technical-notes/node/168102.  
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performed for the GDP data apart from taking the difference in the natural logarithm of the 

real GDP to derive the year-on-year GDP growth rates. Thus, this section delves into the 

selection of Google Trends indicators incorporated in our study and the statistical pre-

processing steps applied to these indicators. 

2.1. Google Trends Selection 

Google Trends data is an analytical tool provided by Google that allow users to determine 

relative interest on a particular search term. It shows how frequently a search term is entered 

into Google’s search engine relative to all Google searches for a particular geographical 

region and time. This study utilizes Google search volume indices for the main categories, 

selected sub-categories and authors’ pre-identified topics that are relevant to the estimation 

of GDP growth (Table 1). 

Table 1. List of Select Google Trends Variables 

a. Google Trends categories and sub-categories 

Arts & Entertainment 

Autos & Vehicles 

Beauty & Fitness 

Books & Literature 

Business & Industrial 

Computers & Electronics 

Finance 

Food & Drink 

Games 
 

Health 

Hobbies & Leisure 

Home & Garden 

Internet & Telecom 

Jobs & Education 

Law & Government 

News 

Online Communities 

People & Society 
 

Pets & Animals 

Real Estate 

Reference 

Science 

Shopping 

Sports 

Travel 

 
 

Advertising & Marketing Chemicals Industry Pharmaceuticals & Biotech 

Aerospace & Defense Construction & Maintenance Printing & Publishing 

Agriculture & Forestry Energy & Utilities Retail Trade 

Automotive Industry Enterprise Technology   Small Business 

Business Education Entertainment Industry   Textiles & Nonwovens 

Business Finance Hospitality Industry   Transportation & Logistics 

Business News Industrial Materials & Equipment   

Business Operations Manufacturing   

Business Services Metals & Mining   

b. Google Trends topics  

Job Subsidy Unemployment Benefits 

Pantawid Pamilyang 

Pilipino Program 

Tax 

Unemployment 

Investment 

Resignation 

   

Source: Google Trends; Authors’ Selection 
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2.2. Data Pre-processing 

Google Trends data series are collected on monthly (January 2004 - August 2022) and weekly 

(January 2014- August 2022) frequencies. For the monthly data series, corrections for known 

breaks in the time series data are implemented.  

For the period 2004 to 2022, Google reported the following three (3) breaks in their time 

series data: (1) January 2011 due to geographical localization; as well as (2) January 2016 

and (3) January 2022, both due to improvements in the data collection system. Only the 

breaks in 2011 and 2016 are corrected to address the potential issue of spikes in growth rates 

that may be attributed to changes in the data collection methods of Google.2  

The breaks are addressed by introducing an adjustment that results into zero growth rate at 

the breakpoint. A backward correction approach was used to correct for the breaks starting 

from January 2016 back to January 2011. This approach, however, is a deviation from the 

study of Woloszko (2020) that made use of forward correction to address the breaks.3 

3. Machine Learning Models 

This study takes advantage of the empirically-documented ability of machine learning 

algorithms to generate relatively accurate and robust predictions. Machine learning models 

offer two key advantages: (a) capture the non-linearities in the data that could better explain 

the movements in real GDP especially during periods of extreme economic stress and 

heightened uncertainty; and (b) handle a wide array of variables without running into issues 

of overfitting through the multi-layer structure of machine learning models.  

In this study, four (4) machine learning techniques are evaluated namely, Support Vector 

Regression (SVR), Decision Trees, Random Forest, and Artificial Neural Network (ANN). 

For all these models, the data are split into a train dataset (first 65 quarters) and a test dataset 

(last 5 quarters). Each model is trained to learn the patterns from the train dataset. Model 

performance in both the training and test sets are evaluated by computing for the root mean 

square error (RMSE). The results are also compared with the traditional autoregressive 

models. Table 2 below summarizes model performance based on RMSE for the train and test 

datasets. Notably, the ANN has outperformed other machine learning models and even the 

 

2 The impact of the January 2022 break on the data series is not yet evident at the time of the model 

construction.  

3 The backward break correction is done on each variable starting at the earliest date (i.e., 2004).  For 

each variable, the difference between January 2011 (2016) and January 2010 (2015) is added to 

observations earlier than January 2011 (2016) inclusive. The break in 2022 will be addressed once there 

is evidence of a significant shift in the time series data. 
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traditional autoregression models. Therefore, it was chosen to be the main model for this 

study.  

Table 2. Forecast evaluation of machine learning models vs. traditional time series models 

 

 

 

 

 

 

 

Source:  Authors’ estimates 

4. Construction of the Weekly GDP Tracker 

The Weekly GDP Tracker capitalizes on the use of a more frequent Google Trends data series 

to be able to extract leading information from this type of unconventional data source and 

thus, infer sensible predictions on economic activity or variations in business cycle especially 

during unprecedented periods. 

The Tracker is constructed using a two-step model approach, broadly following Woloszko’s 

(2020) methodology. First, the machine learner is trained to predict the quarterly GDP growth 

using topic- and category- based Google Trends searches, as outlined in the previous section. 

Second, by employing the frequency-neutrality assumption in Woloszko (2020), the 

estimated elasticities from the quarterly model were applied to the weekly Google Trends 

data series. 

The application of elasticities from quarterly model on the weekly Google Trends requires 

calibrating the weekly Google Trends series to match the beak-corrected monthly Google 

Trends indices and using its 12-week moving average as input in the trained model. 

5. Analysis of the Model Results 

An important question on the use of the Weekly GDP Tracker is how well it can nowcast 

economic activity? Overall, the results show that the Weekly Tracker is a useful 

complementary surveillance tool to official statistics in terms of providing relevant leading 

information on the likely trend or path of output growth as well as capturing the important 

crisis episodes or business cycle fluctuations. 

We find relatively good prediction performance of our chosen machine learning model, 

primarily due to its ability to find the optimal parameters that could fit the training dataset. 

At the same time, as presented in Table 2, the RMSE for both training and test datasets 

 
RMSE using Train data RMSE using Test data 

SVR 2.55 2.29 

Decision Trees 0.50 12.41 

Random Forest 1.04 5.62 

ANN 0.53 1.49 

ARIMA (1,1,1) 2.83 7.26 

AR(1) 2.67 6.33 

59



A Machine Learning Approach to Constructing Weekly GDP Tracker Using Google Trends 

percent of the ANN are significantly lower when compared to the traditional time series 

models such as Autoregression (AR) and Autoregressive Integrated Moving Average 

(ARIMA). The predictive performance of our quarterly model is also assessed with regard to 

the movements of actual output growth during the 2020 COVID-19 pandemic. We note that 

the COVID-19 crisis period as well as the subsequent rebound following the downturn are 

well-captured by the predicted values for output growth. In particular, our Weekly GDP 

Tracker was able to capture about 96 percent of the slump observed in actual GDP growth in 

Q2 2020.  

The weekly nowcast GDP growth from January 2015 to August 2022 is plotted against the 

actual quarterly year-on-year GDP growth in Figure 1. As shown, the Weekly Tracker closely 

tracks the general direction of the actual GDP, pointing to the usefulness of the Weekly 

Tracker in providing reasonable near real-time measurement of economic activity.    

 

      Figure 1. Weekly GDP tracker and actual quarterly GDP (in percent, %) (January 2015 – August 2022).  

Source: Authors’ estimates 

5.1. Most Important Predictors of GDP Growth Based on SHAP Values 

One of the common problems with machine learning algorithms, especially with neural 

networks, is their black-box nature that makes analytical interpretation of the results difficult. 

One way to address this is to use an interpretability technique known as the Shapley values, 

which estimate the average marginal contribution of a variable to the prediction over all 

possible variable combinations or coalitions. This study uses the SHapley Additive 

exPlanations (SHAP) a fast algorithm implementation to extract Shapley values.  

60



Cherrie R. Mapa, Jean Christine A. Armas, Ma. Ellysah Joy T. Guliman, Michael Lawrence G. 

Castañares, and Genna Paola S. Centeno 

Based on the train dataset, Google searches for investment, unemployment, real estate, 

business news, and agriculture and forestry along with consumption-related searches for 

autos and vehicles and hobbies and leisure are found as the top contributors to the predicted 

GDP growth rate based on their SHAP values (Figure 4).  Intuitively, higher google searches 

for investment and real estate may be correlated with higher economic growth while higher 

searches for unemployment may be associated with weaker GDP growth. 

 
Figure 2. Most important predictors of GDP based on SHAP value. Source:  Authors’ estimates 

Note:   The color bar in the illustration corresponds to the raw values of the variables for each 

instance on the graph. That is, variables with high and low values appear as red and blue dots, 

respectively. Meanwhile, the horizontal axis shows whether the effect of that value is associated 

with a higher or lower prediction. For example, high searches for investment (denoted by red dots) 

have positive impact on predicted GDP growth (shown in the horizontal axis). 

6. Conclusion 

The pandemic highlighted the importance of unconventional data sources, such as internet 

data, in macroeconomic surveillance. To the authors’ knowledge, this is the first empirical 

research in Philippine literature to capitalize on the use of Google – the world’s largest search 

engine– in near-real time tracking of output growth. To ensure that the use of Google Trends 

is suitable for statistical and economic analysis, topic- and category- based searches are 

selected based on the authors’ expert and sensible judgment.  

In this study, the Weekly GDP Tracker was constructed broadly following the approach of 

Woloszko (2020). The evaluation shows that the Weekly GDP Tracker is a useful high-
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frequency tool in tracking economic activity. The broad goal is not to replace the existing 

suite of economic models by the BSP but to contribute to surveillance by providing a high 

frequency monitoring tool that takes advantage of the readily available alternative data and 

the predictive capacity of advanced algorithms. Thus, pending the availability of quarterly 

national accounts, the Weekly GDP Tracker can serve as complementary surveillance tool of 

economic activity. 

Like all models, prediction errors are anticipated, especially when the sample size to train or 

learn from is limited.  Nonetheless, a key advantage of the weekly tracker is its greater 

flexibility to re-train and update nowcast predictions for GDP as new actual data becomes 

available. Hence, the model’s learning capacity to predict output growth estimates can be 

further improved as new data comes in. 
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Abstract 

Data about consumer confidence indices are often used as a gauge of the 

entire economy of a country. In Italy, this information is collected by Istat 

and it is available at national level and at the first sub-level, the geographic 

area, but not at the regional level. Previous research has demonstrated that 

the volume of some Google searches are correlated with the consumer 

confidence. Since Google Trends data are available both at national and 

regional level, the aim of this paper is to explore they can be combined with 

the data offered by Istat to obtain an estimate for consumer confidence 

indices at the second sub-level, i.e., the regional area. To this end, a set of 

search topics and words have been selected as potential predictors to acquire 

more information about consumer confidence indices for 20 Italian regions 

from 2007 to 2022. The obtained regional estimates are in line with the 

geographic area being successful to identify the periods of economic crisis 

due to the 2008 financial crisis and the 2020 Covid-19 pandemic. 

Keywords: Consumer confidence, Google Trends, Non-traditional data 

sources 
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1. Introduction 

The Consumer Confidence Index (CCI, henceforth) is a very important indicator to measure 

the health condition of the economy of a country. Many contributions showed the strict link 

between these indices and the economic activity (Golinelli and Parigi, 2004; Kilic and 

Cankaya, 2016). Other contributions focused the attention on the predictive power of these 

meaures to forecast the consumption spending (Malgarini and Margani, 2007; Dees and 

Brinca, 2013).  

For these reasons for all the countries in the European Union, the survey on consumer 

confidence is part of the joint harmonized EU program of business and consumer surveys. 

In Italy, this survey is realized monthly by the Italian National Institute of Statistics 

(ISTAT) with the CATI (Computer Assisted Telephone Interviewing) technique. The 

observed phenomena are consumer assessments and expectations and the final data 

dissemination is realized producing a final indicator called CCI and a group of 4 sub-

indicators measuring the personal, economic, current and future confidence of the 

interviewers. Finally, these indicators are published as index numbers (reference year 2010 

=100). 

From a geographic point of view, the CCI is available at national level and at the first sub-

level, a modified version of NUTS-1 (Nomenclature of Territorial Units for Statistics). 

Usually, in Italy, the first level of NUTS involves 5 areas, North-West, North-East, Centre, 

South and Islands. For CCI, data are available in 4 areas: North-West, North-East, Centre 

and South (also including Islands). No information is at NUTS-2 level, that is to say, the 20 

single regions. 

An index about regional consumer confidence is missing and the aim of this paper is to 

verify whether the existence of Google Trends (GT) time-series about some economic 

terms related to this issue could help in the estimation of such index. The birth of GT data 

in 2004 gave the start to a literature in combining these data with macro-economic variables 

mixing official and non-traditional data sources. GT data have often been associated to 

predictions for unemployment rates at national level (Naccarato et al., 2018; Simionescu 

and Cifuentes-Faura, 2021), other authors underlined the attention on smallest area at 

regional level (Falorsi et al., 2017; Bartha and Bontempi, 2022). Finally, some papers tried 

to explain the relation between economic indicators and GT data during Covid-19 

pandemic (Lee, 2020; Simionescu and Raisiene, 2021). 

The availability of GT time-series on real time at regional level for Italy could be exploited 

to control what is the relationship between official estimates for CCI at NUTS-1 level and 

the searches in Google for terms and topics related to CCI at NUTS-2 level. 
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The paper is organized as follows: after the introduction, Section 2 is devoted to the 

methodology and the data collection, in Section 3 some preliminary results have been 

presented and finally in Section 4 some conclusions will follow. 

2. Methods and data collection 

The theoretical background of the methodology is related to the conjoint use of data from 

different sources, from a statistical point of view it involves a linear regression based on 

some techniques of multivariate analysis. In the linear regression model, the dependent 

variable is the estimate for regional CCI and the independent variables are the results of the 

multivariate analysis. To extract the similarities between official and GT data, the following 

process is described. The procedure for computing a regional estimate of CCI could be 

resumed in 4 steps, similar to the process described by Eichenauer et al. (2022) and Woo 

and Owen (2019).  

Firstly, the search volumes for some terms potentially correlated with the CCI are retrieved 

and seasonally adjusted; secondly, among all terms, only those highly correlated with the 

CCI are selected; thirdly, a Principal Component Analysis (PCA) of the selected series is 

conducted to extract the common signal in them (Jolliffe, 2002); finally, the first Principal 

Component is used to estimate the parameters of a linear regression model on the CCI. 

After the model for the NUTS-1 level CCI is estimated, the search volumes at the regional 

level for the same terms are retrieved from GT seasonally adjusted. Using the PCA factor 

loadings of the national data, factors at the regional level can be computed. Then, using the 

model parameters estimated, it is possible to estimate the CCI at a regional level. 

The first principal component was used to estimate: 

CCIt = 0 + 1 GTt + ut 

where CCI is the Consumer Confidence Index at Nuts-1 level and GT is the first principal 

component extracting the common signal of the selected search term volumes. 

The method described above has been applied to the CCI in Italy. A list of terms, 

comprising keywords and topics related to the economic sentiment, was requested to GT. 

Those with a Pearson’s correlation coefficient higher than 0.7 were used as input for the 

PCA. 

Data for CCI and GT time-series are referred to the period from 2007 to 2022. Since the 

volatility of GT data, multiple extractions have been achieved in January and February and 

the final result is the average time series of multiple extractions.  
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GT data have been collected using the library gtrendsR and trendecon in the statistical 

software R. The dataset referred to 33 searches (15 topics and 18 terms) related to the 

domain of the macroeconomic phenomena as the CCI. The list of the terms is the 

following: “production”, “unemployment”, “employment”, ”labour”, ”recession", 

"inflation", ”public debt”, “economic crisis”, “recovery”, “minimum income guaranteed”, 

”unemployment allowance”, “failure”, ”purchase”, “saving”, ”bankrupt”, “mortgage”, 

”sales”, ”construction”. The time span covered from January 2007 to December 2022 using 

monthly data for 21 geographical areas, the national searches and the 20 regional searches. 

Data about CCI have been achieved using the Istat datawarehouse available at “dati.istat.it”. 

This dataset is available as monthly data from January 2005 to December 2022 for 5 

geographical areas, the national level and the 4 sub-national levels (North-West, North-

East, Centre and South (also including Islands). 

3. Results 

In this section, preliminary results are shown for Central Italy and its regions coloured in 

Figure 1. The geographic area named Central Italy is composed of 4 regions: Tuscany, 

Umbria, Marche and Lazio. From a geographical point of view, it represents about 20% of 

the total population of Italy and 19% of the total area of Italy. The most representative cities 

of this area are Rome in Lazio and Florence in Tuscany. From an economic point of view, 

this area is characterized by a strong industrial activity realized by small and medium 

enterprises and by an important touristic sector.   

 

Figure 1. Map of Italy and  Central Italy (coloured). 
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This area has been selected as a referring point for this work because it is probably the most 

homogenous area able to better represent the entire Italian territory. This statement is 

confirmed by the Figure 2, in which CCI time series from 2007 to 2022 is displayed for 

Italy and Central Italy. It is possible to note that the perception is very similar with a 

correlation coefficient equal to 0.98, this means that in Central Italy the consumer 

confidence is essentially very close to the national one. For the data collection process of 

Istat, no information is available about how this confidence is percieved in the 4 regions 

and the motivation of this work is trying to give a representation of CCI at regional level 

using an alternative data source. 

 

Figure 2. CCI for Italy and Central Italy (2007-2022). Source:Istat  

Using the methods described in the previous section, an estimate for CCI based on GT data 

is displayed in Figure 3. Among all the terms used, the terms with the higher correlation 

with the CCI in Central Italy are: economic crisis (topic), sales (topic), unemployment 

allowance (topic), flights (topic), economic crisis (term). 

These preliminary results are satisfactory because for Tuscany, Marche and Lazio the 

correlation coefficient between the regional estiamate and the official CCI for Italy and 

Central Italy is higher than 0.5 (see Table 1). 
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Table 1. Correlation between regional CCI and Central Italy (2007-2022). Source: Istat and GT 

data 

Region (Central Italy) Correlation with Central Italy Correlation with Italy 

Tuscany 0.551 0.566 

Umbria 0.448 0.464 

Marche 0.543 0.559 

Lazio 0.581 0.597 

 

Probably, results for Umbria are less stable, because it is the smallest region of the Central 

area and GT data for very small areas are not reliable. 

 

 

Figure 3. Estimated regional CCI compared to Central Italy (2007-2022). Source:Istat and GT data. 
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From a graphical point of view, all GT time series have a fall in 2009, probably due to the 

financial crisis. With respect to the decrease of CCI in 2012 due to the spread crisis, 

according to GT data, it is well recognized in Lazio. After this period, there is a slight 

increase for all the regions without the peak of 2016 and 2018 amounted by the real data. 

Relatively to the Covid-19 pandemic, the fall of the consumer confidence is present in 

Tuscany and Lazio.  

4. Conclusions 

In this work an approach to obtain an estimate for Consumer Confidence Index at regional 

level has been presented for Italy from 2007 to 2022 using Google Trends data. Istat 

provided monthly data for CCI at national and NUTS-1 level but not at regional level. On 

the other hand, GT data have been collected using some terms and categories related to the 

consumer confidence for the same period at national and regional level. Combining these 

two official and unofficial sources, and using a simple approach based on principal 

component analysis, a first estimate for CCI have been achieved for the 4 regions of Central 

Italy. The regional estimates are affected by the typical volatility of GT data, but especially 

for Lazio and Tuscany, the regional CCI presents good values of correlation with official 

CCI for Central Italy and a fair capability to catch sudden drops due to some crisis. 

Some future works could regard the introduction of some error measurements to evaluate 

the goodness of the model, or a different procedure to select the terms to insert in the 

estimate model. Finally, some enhancements could involve the integration of some 

prediction methods for the time-series analysis of the estimated values. 
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Abstract 

The COVID-19 pandemic has not only changed the social reality we were used 

to but also confirmed how data is one of the most valuable resources. We 

examine the search volume of Google Trends to understand the perception of 

the war in Ukraine based on people's online information search behaviour and 

Twitter to figure out how people discuss, react and respond to emergent 

phenomena from complex events like a war. The data collected from Twitter 

shows that the public reaction to the events of the 2022 Russia-Ukraine war 

was diverse, with a large proportion of tweets expressing negative sentiment 

(≃81%) towards the events. We also show that the use of hashtags such as 

#NuclearThreat and #RussiaUkraineWar was prevalent during the escalation 

of the conflict in 2022, indicating that these events were widely discussed on 

Twitter. The use of these keywords and hashtags can provide a better 

understanding of how the war is being portrayed in the media and perceived 

by the general public in pseudo real-time. In order to effectively utilise these 

data sources, researchers should utilise a combination of quantitative and 

qualitative methods, including natural language processing and sentiment 

analysis. 

Keywords: sentiment analysis; google trends; russia-ukraine war; 

computational social science; behavioural big data 
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1. Introduction 

In today's globalized and “hyper-digitised” social reality, individuals and groups are 

constantly leaving trails of their behaviours in real-time, whose extraction and analysis can 

help to understand the workings of complex social systems and phenomena that have global 

relevance (such as the impact of recent Ukraine war). The rise of social media, instant 

messaging, and other forms of digital communication have made it possible for people to 

interact with each other across vast distances. People are no longer merely consumers of 

information but become prosumers of content shared in real-time globally. The emerging 

literature on digitalization (Coleman and Blumler, 2009; Svensson, 2014; Parycek et al., 

2017; Tufekci, 2017) highlighted the creation of a “digital agora”, a new electronic public 

sphere that can be seen as a symbol of a more efficient and more emotionally rewarding way 

to connect citizens and stakeholders (Kamps, 2000, p.228). We think that the use of new 

technologies in social research might allow us to capture the complexity of the generally 

unexplored constellations of circumstances that characterise digital contexts. This is a 

necessary step in intercepting the nonlinear cause-and-effect mechanisms that can result from 

taking part in debates within the digital agorà. How reflections based on the existing literature 

and recent international datasets show (Chen and Zhang, 2014; Boyd and Crawford, 2012; 

Jeble et al., 2017), in fact, by using interconnected data platforms vast amounts of data can 

be collected and analysed, which can be used to reveal hidden patterns and trends of great 

utility in numerous decision-making contexts. On the other hand, the use of Big Data (BD) 

may carry risks related, for example, to their dynamicity, heterogeneity, veracity...validity of 

information, and, not least, the biases that characterise them. This work grapples with the 

challenges and opportunities of such technologies for analysing complex social phenomena. 

A case study related to the current conflict in Ukraine will be presented. More specifically, 

we examine the search volume of Google Trends to understand the perception of the war in 

Ukraine based on people's online information search behaviour and Twitter to figure out how 

people discuss, react and respond to emergent phenomena from complex events like a war. 

This interaction generates “behavioural data” that captures users' habits in a disaggregated 

manner (Rhodes et al., 2003; Girardin et al., 2008). In this context, this work also aims to 

highlight the value such technologies can add to the analysis of complex social phenomena: 

what features allow these tools to collect and analyse data? What kinds of information do 

they allow us to capture that more traditional tools cannot?  

2. Method 

Google Trends and Twitter are useful tools for conducting research. Google Trends allows 

users to see the relative popularity of search terms over time, providing insight into the 

public's interest in a particular topic. Twitter, on the other hand, can be used to gather real-

time information about a particular event or topic. By searching for keywords or hashtags, 
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researchers can quickly identify the most relevant tweets and get a sense of how people are 

discussing a particular issue.  

2.1. Google Trends Data 
Google search volume is used in several research areas where it is essential to have 

information about individuals' concerns, interests, and perspectives. In medicine, for 

example, examining search terms related to flu symptoms has been shown to predict flu 

activity (Ginsberg et al., 2009). In economics, search volume can be used to predict economic 

indicators (Choi & Varian, 2012; Da et al., 2011). Finally, during the Covid-19 pandemic, 

several studies analysed the pandemic situation using search volume (Pan et al., 2020; Walker 

et al., 2020).  

Thus, as has been shown in several research fields, the analysis of search volume can reveal 

insights into individuals' search for information. Google Trends provides a time series index 

of the volume of queries users enter into Google. The maximum share of queries in a given 

time period is normalised to 100. Queries such as "nuclear threat" are counted in the 

calculation of the query index for "nuclear". Note that the Google Trends data are calculated 

using a sampling method, so the results vary by a few percentage points from day to day.  

We searched "russia-ukraine war" as the first query and we looked at the associated query 

that had attracted the most interest and found that the words were: sanctions, Nato, Russia, 

Ukraine, nuclear threat. The data covers a period from February 2022 to December 2022 in 

order to track the evolution of public interest in the conflict. The data was analysed to identify 

patterns in the popularity of search terms, as well as any significant spikes or changes in 

interest over time. 

2.2. Twitter Data  
Based on what we observed in Google Trends, we decided to study how information about a 

given event spreads across social networks. In order to get the data for this analysis we 

decided to collect a significant amount of textual data over time and from a specific social 

network, Twitter. The reasons behind this choice are fairly easy to understand. Twitter is a 

social network from which you can easily get data, as it provides a regular API, which is a 

kind of API (Application Program Interface) that is designed to exchange data over the 

Internet. In order to get tweets we used Tweepy, a library that can be used through Python 

code. In order to get data for this work, tweets were collected using a combination of 

keywords and hashtags related to the 2022 Russia-Ukraine war, such as "Russia-Ukraine'' 

and "Nuclear Threat".  

The tweets collected were analysed to identify patterns in the public's reaction to the events, 

as well as to gain insight into the public's perception of the conflict. Sentiment Analysis was 

used to classify tweets as positive and negative and Emotion Detection to recognize human 
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emotion (Ekman, 1992). We ended up collecting 1056313 tweets from European countries 

filtered by location, language, and hashtag. The data collected from Twitter shows that the 

public reaction to the events of the 2022 Russia-Ukraine war was diverse, with a large 

proportion of tweets expressing negative sentiment (≃81%) towards the events. Many tweets 

expressed concern and condemnation of the actions of the Russian government, while others 

expressed support for Ukraine's territorial integrity.  

Tweets also showed a high level of condemnation of the use of military force and calls for 

peaceful resolution. The data also shows that the use of hashtags such as #NuclearThreat and 

#RussiaUkraine was prevalent during the escalation of the war in 2022, indicating that these 

events were widely discussed on Twitter. The use of hashtags also allowed users to quickly 

and easily access information and updates on the conflict. However, it's important to keep in 

mind that not all Twitter users are credible sources and the information obtained from these 

sources should be fact-checked and cross-referenced with other sources. 

3. Results 

The data collected from Google Trends shows that the popularity of search terms related to 

the Russia-Ukraine war has fluctuated over time (Fig. 1). The data also shows that the 

popularity of search terms related to the conflict is not limited to Russia and Ukraine, but is 

also high in other countries such as Germany, France, and Italy. This indicates that the 

conflict has international resonance and is not limited to the region. 
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Figure 1. Google Trends Index for countries 

 
As mentioned above, we focused our work on France (Tab.1), Germany (Tab.2) and Italy 

(Tab.3). For these countries we collected 206.039, 210.976 and 190.946 tweets respectively. 

Once we obtained the tweets, we conducted a sentiment analysis in order to understand the 

public opinion. We used RoBERTa (Liu et al., 2019), a pretrained model built on BERT, in 

order to perform better in the two tasks specific to our objective. In this way, we obtained a 

sentiment analysis model capable of discerning sentences into two categories: positive and 

negative. For each of the three countries, we obtained a “Trends_Index” (average of values 

on google trends), a “Negative_Index” and a “Positive_Index”. Each value is expressed as a 

percentage. 
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Table 1. France 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Although there is a decline in interest in the conflict in France, high (stable) levels of negative 

sentiment are observed. 

  

Months_2022 Trends_Index Negative_Index Positive_Index 

February 52,07 83,05 16,95 

March 32,47 84,20 15,80 

April 22,43 84,76 15,24 

May 26,39 84,41 15,59 

June 22,69 83,64 16,36 

July 25,14 84,41 15,59 

August 26,33 82,63 17,37 

September 32,43 82,78 17,22 

October 35,48 83,68 16,32 

November 33,81 83,60 16,40 

December 31,66 84,33 15,67 
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Table 2. Germany 

 

 

 

 

 

 

 

 

 

 

 

 

 

There is also a decline in interest in the conflict in Germany, but different levels (April and 

May) of negative sentiment are observed. 

  

Months_2022 Trends_Index Negative_Index Positive_Index 

February 52,07 82,13 17,87 

March 32,47 84,27 15,73 

April 22,43 63,23 36,77 

May 26,39 65,62 34,38 

June 22,69 83,07 16,93 

July 25,14 83,24 16,76 

August 26,33 83,50 16,50 

September 32,43 83,81 16,19 

October 35,48 83,39 16,61 

November 33,81 83,94 16,06 

December 31,66 83,69 16,31 
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Table 3. Italy 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

In Italy there is a sharp decline in interest in the war, especially in the summer months and in 

December. In these moments the sentiment values are almost equal. 

4. Conclusion  

The use of Google Trends and Twitter data can provide valuable insights into the public 

perception and discourse surrounding the Russia-Ukraine war in 2022. By analysing the 

frequency and sentiment of certain keywords and hashtags related to the conflict, researchers 

can gain a better understanding of how the war is being portrayed in the media and perceived 

by the general public in pseudo real-time. Additionally, tracking the geographic location of 

tweets and search queries can provide insight into which regions and countries are 

particularly engaged with the war. It is also important to consider potential biases and 

limitations of the data, such as the fact that social media usage and access to the internet may 

not be representative of the entire population. The tools presented in this paper provide useful 

support in reconstructing the contextual conditions in which complex social phenomena 

develop, like the one examined in the study presented here.  

These tools are useful for social research because they allow for the reconstruction - through 

the collection of large amounts of data - of the digital and globalised contexts in which 

Months_2022 Trends_Index Negative_Index Positive_Index 

February 54,85 83,85 16,15 

March 23,85 83,44 16,56 

April 20,59 83,82 16,18 

May 23,30 82,96 17,04 

June 23,82 83,35 16,65 

July 12,05 63,77 36,23 

August 11,92 52,97 47,03 

September 16,13 53,02 46,98 

October 28,08 83,08 16,92 

November 26,52 83,71 16,29 

December 18,60 53,39 46,61 
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information spreads. That way, trends can be observed and reactions and behaviours can be 

hypothesised, with a speed that traditional research tools cannot. To understand what 

mechanisms are triggered by certain contextual conditions, leading individuals to put in place 

specific behavioural responses, it is considered necessary, however, to supplement the 

information found online with others related to the historical, cultural, social, 

technological…dimensions of the real contexts. To obtain other relevant findings besides the 

one presented through this exploratory phase of the research, the information collected will 

be supplemented with additional quantitative data. It would also be necessary to include in 

the analysis the particular point of view of the social actors who populate the real contexts. 

This element escapes the analysis of big data. 
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Two stories of cancel culture. How value-driven calls to cancel 

affect the bottom line 

Paul Reyes-Fournier1, Elizabeth Reyes-Fournier2, David Bracken3 
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Abstract 

Social media has become the environment for value-driven polemics that have 

been commonly dubbed cancel culture. As a construct, cancel culture has little 

empirical research especially as it relates to the efficacy of the calls to cancel 

a business. This research analyzes a successful call to cancel, evidenced in a 

break in sales for Abercrombie & Fitch, and an unsuccessful call to cancel 

directed toward Starbucks. The sentiments of tweets for both companies were 

reduced to a valenced level for the core emotions, using a one-dimensional k-

mean clustering, for each fiscal quarter. Correlational and time-series 

analysis was performed. A successful call to cancel showed a structural break 

in sales but not in Altman’s z-score. The polemic differences in the emotions 

were strongly correlated to sales for the successful call to cancel but were not 

present in the unsuccessful case. Likewise, the time-series analysis showed 

Granger-causality between emotions and the sales for a successful call to 

cancel. In both the successful and unsuccessful campaigns, individual 

emotions were ultimately found to be representing two factors present in the 

8-emotion model- positive and negative sentiment. This research supports the

threshold model of consumer decision-making while calling into question the 

granular nature of emotions.  

Keywords: Cancel Culture; Theory of Emotion; Sentiment Analysis; Time 

Series Analysis; decision-making in purchasing 
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Google Search Volume Index: A systematic Review 
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Abstract 

Information is a crucial and key element when studying stock markets and the 

way it is analyzed can be determinant for measuring financial market 

movements. With Internet uptake, investors are exposed to a vast amount of 

information and hence, analyzing what they search can provide relevant data 

about potential investment actions and trading decisions. In other words, 

measuring what investors search yields information about how present and 

future assets prices change.  Recently, the research community has focus on 

measuring investor attention through search queries on Google.  In this 

manner, investor attention is considered as the frequency of a specific term 

searched, presented by Google Search Volume Index (GSVI). 

This paper conducts a systematic review of the current literature about the use 

of GSVI as a proxy variable for investor attention and stock market movements 

explanations. Using Web of Sciences and Science Direct data bases, we 

analyze 51 academic studies published between 2010 and 2021. The articles 

are classified and synthetized based on the selection criteria for building 

GSVI: keyword of the search term, market region and frequency of the data 

sample. After that, we analyze the effect over the financial variable Return, 

Volatility and Trading volume for measuring the effect of GSVI over market 

movements. The main results can be summarized as follows: (1) GSVI is 

positively related with volatility and trading volume regardless the keyword, 

market region or frequency used for the sample. Hence, an increase on 

investor attention toward a specific financial term will lead to an increment on 

volatility and trading volume; (2) GSVI can improve forecasting models for 

stock market movements. To conclude, this paper consolidates for the first time 

the research literature about GSVI, being highly valuable for academic 

practitioners of the area. 

Keywords: Google Trends, Investor attention, GSVI, stock market prediction. 
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Analysing the process of territorial data collection for the 

Consumer Price Survey 

Loredana De Gaetano1, Gabriella Fazzi2, Serena Liani3 
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Abstract 

In order to improve the process of territorial data collection for the Consumer 

Price Survey,  the Data  Collection  Directorate  of  the  Italian  Institute  of 

Statistics (Istat), in collaboration with the Istat experts, has undertaken a 

survey of the Municipality Statistics Managers who did not take part in the 

process. Listening  to the  point  of  view  of  the  stakeholders  who  are directly 

involved in the data collection process is a necessary starting point for a 

analysis of the design of a territorial survey. In fact, it prevents solutions being 

imposed  from  above,  which  could  be  ineffective,  far  from  the  real  needs 

of those  who  are  asked  to collect  reliable  and  timely  data.  The  information 

gathered allows the planning of changes in terms of a modernization of the 

data collection mode and a leveraging of new data  sources (administrative 

and big data). 

Keywords: data collection; mixed-mode; new data sources. 
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Density modelling with functional data analysis 

Stefano A. Gattone1, Tonio Di Battista1 

1DISFIPEQ Department, University “G. d’Annunzio” of Chieti-Pescara, Italy 

Abstract 

Recent technological advances have eased the collection of big amounts of 

data in many research fields. In this scenario density estimation may represent 

an important source of information. One dimensional density functions 

represent a special case of functional data subject to the constraints to be non-

negative and with a constant integral equal to one. Because of these 

constraints, a naive application of functional data analysis (FDA) methods 

may lead to non-valid results. To solve this problem, by means of an 

appropriate transformation densities are embedded in the Hilbert space of 

square integrable functions where standard FDA methodologies can be 

applied. 

Keywords: Bayes space; Density; Functional data analysis; Transformation 

approach. 
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1. Introduction 

This work deals with density modeling using functional data analysis. (Ramsay and 

Silvermann, 2005). In scenario with big amounts of data collection, probability density 

functions can provide more information than single summary statistics.  

One of the main goals in statistical data analysis is to associate the change of (a function of) 

some response variable y with a set of covariates x. The most common tool for this is mean 

regression which focuses on the conditional expectation of y given x. Quantile regression 

models investigate specific quantiles of the conditional distribution of the response. By 

modelling the entire probability distribution of the response, density regression methods 

consider the impact of the covariates on the entire distribution. Densities could represent the 

data atoms of interest such as yearly income distribution, population age and mortality 

distributions across different countries. 

Probability density functions (pdfs) represent a special case of functional data since they must 

satisfy the constraints of being non-negative everywhere and present a constant integral equal 

to one. Standard functional data analysis (FDA) methods cannot be naively applied without 

considering such constraints. To address this issue several strategies can be found in the 

literature. 

One strand of literature represents densities as elements of the so-called Bayes space starting 

from the Aitchison geometry valid for compositional data (Aitchison, 1982). In this setting, 

pdfs are represented by a centred log-ratio transformation which represents an isometric 

isomorphism between the Bayes space of pdfs and the Hilbert space (Hron et al, 2016).   

Another approach is envisaged by Petersen and Muller (2016) where the pdfs are mapped 

into a linear functional space through a suitably chosen transformation. Established methods 

for Hilbert space valued data can be applied to the transformed functions and the results are 

moved back into the density space by means of the inverse transformation. Examples of 

transformations are the log-hazard transformation and the log-quantile density 

transformation. The view is completed by considering the objected-oriented analysis of 

densities where spaces are equipped with metrics such as the Wasserstein or the Fisher-Rao 

providing a manifold structure on probability distributions. Within this framework, tangent 

space structures need to be defined to facilitate computations (Petersen and Muller, 2019). 

2. Density functions as constrained functional data 

A functional variable is defined as a random variable f, taking values in an infinite functional 

space, the Hilbert space of square integrable functions equipped with the usual inner product 

and norm: 
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𝐻(𝑡) = {𝑓: 𝑇 → ℝ  𝑠𝑢𝑐ℎ 𝑡ℎ𝑎𝑡 ∫𝑓(𝑡)2 ⅆ𝑡

𝛤

< ∞}   (1) 

with ⟨𝑓, 𝑔⟩ = ∫ 𝑓(𝑡)𝑔(𝑡) ⅆ𝑡 and ‖𝑓‖ = {∫ 𝑓2(𝑡) ⅆ𝑡
𝑇

}
1

2. 

We are interested in the case where the observed functions are density functions. We denote 

with D the functional space of density functions. In this space functions are positive and 

integrate up to 1 as described in equation (2): 

 
𝐷(𝑡) = {𝑓: 𝑇 → ℝ  𝑠𝑢𝑐ℎ 𝑡ℎ𝑎𝑡 𝑓(𝑡) > 0 and ∫𝑓(𝑡) ⅆ𝑡

𝛤

= 1}   (2) 

 

We assume the data consists of a sample of n random density functions. In many situations, 

the densities themselves will not be directly observed. Instead, a sample of data that are 

generated by the random density is available. Thus, there are two random mechanisms at 

work: the first generates the sample of densities and the second generates the samples of data. 

Typically the first step in working with functional data is  the use of basis expansion and 

penalized smoothing. Estimation is developed, for example, in the natural cubic splines 

framework:   

 
∑[𝑦𝑗 − 𝑓(𝑡)]

2

𝑗

+ 𝜆 ∫[𝐷2𝑓(𝑡)]2ⅆ𝑡 (3) 

where 𝑦𝑗 are the observed discrete data points which must be converted to a functional data 

object f. The constant lambda is the smoothing parameter with larger values resulting in 

smoother fits. Now, imagine imposing on the estimated function f some constraints. The 

constrained curves cannot be treated as vectors in the Hilbert space since a plain basis 

expansion of the curves does not guarantee the fulfilment of the constraints. In other words, 

the problem is to simultaneously smooth nonlinear structure in data and incorporate 

constraints. 

3. The w-transform 

Let Y have an un unknown positive density function. Following Ramsay and Silvermann 

(2005) we can write its log-density function in the form 𝑤 − 𝐶(𝑤) where 

 
𝐶(ℎ) = 𝑙𝑜𝑔 ∫ 𝑒𝑥𝑝[𝑤(𝑦)]ⅆ𝑦 (4) 

The corresponding log-likelihood function is given by  
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 𝑙(𝑤, 𝒀) = 𝑤(𝒀) − 𝐶(𝑤) (5) 

Note that 𝑤(𝒚) is not constrained in any way. In this way a constrained problem is 

transformed into an unconstrained one that reduces to the modelling of 𝑤(𝒚). The modeling 

of 𝑤(𝒚) can be obtained by using a flexible nonparametric estimator based on spline basis 

functions. Once the estimator is obtained, we are able to map the densities into the Hilbert 

space since the functions 𝑤(𝒚) are free of constraints. Our proposal is to apply linear FDA 

methods in the transformed linear space and eventually results on the linear space are mapped 

back into the density space by means of an appropriate inverse map. 

4. Applications 

In many application fields, densities are the data atoms of interest such as yearly income 

distribution, population age and mortality distributions across different countries or 

distribution of cross-sectional financial returns of different firms or different markets. 

Data analysis frequently concerns itself with associating the change in a function of some 

response variable y with a set of covariates x. The most common tool for this is mean 

regression which focuses on the conditional expectation of y given x. This prevents inference 

about other parts of the conditional density. Quantile regression models investigate specific 

quantiles of the conditional distribution of the response. In such circumstances, individual 

quantiles are being targeted as proxies of the distribution. By modelling the entire probability 

distribution of the response, density regression methods perform a substantially harder task 

than mean and quantile regression. In doing so, one can consider the impact of the covariates 

on the entire distribution.  

A naïve application of the function-on-scalar regression or the function-on-function 

regression model (Ramsay and Silvermann, 2005) would not guarantee the estimated 

response to fulfill the definition of a density. Similarly, to compositional regression (Talskà 

et al., 2018), an alternative could be applying the functional regression model on the 

unconstrained functions w(t) in eq. (5) and then the parameters estimates are mapped back to 

the density space applying the inverse transformation. In contrast to the estimates resulting 

from the naïve functional regression model, the estimates are bona fide density function.  
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Abstract 

This exploratory study investigate the use of innovation-related language in 

corporate website from a signaling perspective. We empirically tested whether 

the occurrences of innovation-related terms in corporate websites contributes 

to the investment received by the firms. With a sample of 1,289 firms who 

participated in 21 questionnaire-based investigations between 2010 to 2016, 

we extracted the content of the corresponding websites via snapshots hosted 

on The Wayback Machine. We built indicators based on a document frequency 

analysis of the keywords related to various innovation factors (innovation 

culture, collaboration, open innovation, R&D and IP). The OLS regression 

shows that innovation-related signaling on corporate websites is significantly 

related with the investment received. The study contributes in understanding 

the intention behind the use of innovation-related signaling in the corporate 

world and proposes a new indicator to identify innovation-active firms that are 

seeking external support. 

Keywords: innovation; investment; market signaling; web mining; Document 

keyword frequency analysis; OLS regression. 

5th International Conference on Advanced Research Methods and Analytics (CARMA2023) 
Universidad de Sevilla, Sevilla, 2023

This work is licensed under a Creative Commons License CC BY-NC-SA 4.0
Editorial Universitat Politècnica de València 93





  

  

Preventing data quality issues with data contracts: 

a proactive solution 

Vanya Petrova Kostova 
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Abstract 

Data quality is a critical aspect of data product management and a major 

challenge in the field of data engineering. It refers to the availability, accuracy, 

completeness, and consistency of data, which are essential factors for reliable 

and informed data-driven business decisions. In data flows, data quality is 

often compromised by errors, missing values and inconsistencies that occur 

already in the initial source systems.  In practice, such issues are getting 

addressed with filtering and post processing techniques to clean and format 

the data accordingly but delays from the time of detection until resolution may 

cause unacceptable risks in data-driven decision-making processes and thus, 

may harm the overall business. 

We propose data contracts as a mechanism to address data quality issues at 

the root cause. Data contracts between data producers and data consumers 

enable defining and tracking data lineage and ensure that a data consumer 

can analyse and model the data in time-critical business situations. Compared 

to the more traditional approaches of data quality monitoring and alerting, 

which are designed to identify and raise an issue, data contracts can help 

organisation to avoid data quality issues before they affect data flows and 

business operations. 

Keywords: data quality; data contracts; data products; data-driven decision-

making. 
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Evaluation of term-weighting measures for grouped text 

documents with a target variable: a simulation study 
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Abstract 

In Text Mining applications, count-based models are often used to represent 

text documents. When two document variables are available, i.e. an outcome 

and a grouping variable, the weight of a word for the documents may depend 

on the group memberships. The contribution of this work is to frame this 

context with a statistical approach, by modelling the corpus of documents with 

a Multivariate Binomial distribution (Hudson et al., 1986). The advantage of 

this solution is two-fold: it allows (1) to review, in a statistical framework, 

some term-weighting measures used in the literature (Samant et al., 2019), and 

(2) to simulate corpora with predefined characteristics by means of the

Gaussian Copula method (Genest and McKay, 1986). This simulation is useful 

to investigate the ability of the existing measures, computed on the group-word 

interaction, to capture both the group-word relationship itself and the target-

word association. Results from the simulation study show interesting 

relationships that can be exploited by nice visualization tools. 

Keywords: Term-weighting measures; Gaussian Copula; Simulation. 
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models. Refinement of the theory of discursive space 
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Abstract 

In recent years, and even months, a rapid development of NLP solutions can 

be observed. This technology allows one to define deeper semantic inferences 

in the text based on the idea of neural language models (NLMs). Neural 

language models (NLMs) are containers of knowledge. The relationship 

between language and knowledge has been extensively reflected in research in 

the form of the so-called discourse analysis. Based on Michel Foucault's 

concept of discourse, especially the text from 1971(Foucault, 1971), 

knowledge model was proposed named discursive space, in which discourses 

as instances of knowledge travel trajectories in a multidimensional dynamical 

space (Maciag, 2022). The idea presented in the paper assumed that it is 

possible to isolate semantic structures more complex than the semantic units 

used so far, i.e. tokens, which are based on words and their relationships in 

sentences. Such structures are discourses, i.e. linguistic (semantic) structures 

with a higher degree of abstraction than the sentences they consist of. 

Therefore, one should search for higher-order units (discourses) composed of 

lower-order semantic units (words) and their relations in sentences. It would 

be a repetition of the embedding technique used in NLM, but transferred to a 

higher semantic level, the aim of which is to create a set of vectors describing 

discourses. By analyzing the mutual position of the indicated discourses in the 

corpus of texts, a discursive linguistic model would be created. The 

introduction of a variable in the form of time, i.e. the construction of a 

dynamical discursive model, would fulfill the assumptions of discursive space. 

Keywords: natural language processing; neural language models; knowledge; 

discourse; discursive space. 
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recognition of antisocial behaviour on social networks 
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Abstract 

Nowadays, social networks allow web users to express publicly agreement or 

disagreement with other people and express freely their opinions. This 

freedom is often abused and that is why we can see social networks that are 

full of offensive comments. The increase in textual data on the Internet has 

stimulated the emergence of new scientific fields as web mining that examine 

short texts in the online space and look for hate or offensive speech, and that 

try to analyze textual data in online space. Our paper is focused on a special 

type of analysis concentrated on detection of some forms of antisocial 

behaviour, particularly on hate speech, offensive posts, and cyberbullying 

recognition in the online space. The main goal of the work was to find out 

which of the machine learning strategies - classic, deep or ensemble - are the 

most effective in detecting of these forms of antisocial behaviour on social 

networks. We have compared models generated by the following methods: 

deep learning of neural networks (LSTM, and GRU), classical methods 

(SVM, NB, and DT), and ensemble learning (RF, AdaBoost). We have tested 

those methods on three datasets created from posts of various volume to find 

how the volume of data available for training affects the results of machine 

learning models. The best result on the smallest Hate Speech Dataset were 

achieved by ensemble learning using AdaBoost (Accuracy=0,904). On the 

other hand, the best result on the largest Offensive Speech Dataset was 

achieved by deep learning using GRU (Accuracy=0.964).  
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Abstract 

Despite increasing awareness of the nexus between climate change and human 

security, especially in fragile contexts, this complex relationship has yet to be 

reflected in the policy arena. To investigate this potential policy gap, we apply 

an online issue mapping approach to assess representations of climate security 

within the public discourse of policymakers on social media, using Kenya as a 

case study. Considering Twitter as a proxy for public debate, text mining and 

network analysis techniques were employed to a corpus of almost 50 thousand 

tweets from selected national-level state actors, aiming to identify the evolution 

of thematic trends and actor dynamics. Results show a disassociation between 

climate, socioeconomic insecurities, and conflict in the public communications 

of national policymakers. These findings can have useful implications for the 

policy cycle, indicating where policy attention around climate security-related 

topics has been and what are the entry points for enhancing sensitivity on the 

issue. 

Keywords: climate security; social media; text mining; sentiment analysis; 

online issue mapping; digital methods. 
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Mapping policymaker narratives of the climate security nexus on social media 

1. Introduction

Climate security refers to climate-related threats to societies, communities and individuals 

that encompass risks directly or indirectly caused by climate change, including the potential 

for conflict. The relationship between climate and conflict has been receiving increased 

attention in the past decade, as the climate crisis has been shown to impact social and political 

stability. However, despite heightened awareness regarding potential linkages between 

climate, peace and security, such connections have yet to be reflected in the policy arena. 

Policy cycles for climate adaptation and mitigation, as well as national security concerns, 

often fail to reflect the complex pathways that link the two dimensions (Brzoska 2012).  

To explore the potential policy gap related to the climate-security nexus, a data-driven 

method was developed to assess representations of climate security as a topic of governance 

within the public discourse of state actors, using Kenya as a case study. While the country is 

characterised as relatively peaceful compared to some of its neighbours, climate variability 

and extremes have had adverse impacts on agricultural production. Compounded by external 

shocks that exacerbate existing inequalities, Kenya faces increased risks of resource-related 

violence (CGIAR FOCUS Climate Security, 2022). Consequently, though climate may not 

directly impact localized conflict dynamics, its context-specific interactions with socio-

economic and political factors can shape and increase risks of human insecurity and conflict. 

While extensive research about climate change discourses on social media have been 

conducted, focusing on various subjects such as issue polarization, disinformation, activism, 

and climate communication (see Pearce et al 2019 and Falkenberg et al 2022, among many 

others), this study investigates this study relies on the foundations of Digital Methods (Rogers 

2013; Carneiro et al 2022) to explore climate security narratives and dynamics among policy 

actors.  An online issue mapping approach (Rogers et al. 2015) was applied to investigate 

two main questions: 1) How salient are climate security issues in national policy agendas? 

02) How are linkages between climate, socioeconomic risks and insecurities, and conflict

represented in the public narratives of policymakers? Insights emerging from this analysis 

provide a starting point for the development of evidence-based advocacy and engagement 

strategies so that effective responses to climate change are sensitive to the interlinkages with 

the human security context in the country. 

2. Methods and data

Twitter has been widely recognized as an important venue for institutional communications; 

news media increasingly rely on the platform as a primary source of official statements and 

positiontaking. Its potential as a real-time, topic-driven platform enables rapid detection of 

trends to uncover discourse dynamics (McDonald 2013). Hence, to frame perceptions around 

the climate-socioeconomic insecurities-conflict nexus at the national policy level in Kenya, 
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an analysis of government communications on Twitter was performed. An algorithm was 

developed to extract all publicly available Tweets from the official accounts of central 

government bodies, ministries of agriculture, environment, and natural resources, as well as 

national security bodies (Table 1), from which the presence of a climate security taxonomy 

was explored. In total, 49,335 Tweets were collected between 2012-09-13 to 2022-05-26. 

Table 1: Categories of official Twitter accounts of state actors selected for analysis. 

Categories of Twitter Accounts No. Tweets 

Central government 12850 

Ministries of agriculture 1040 

Ministries of environment 7379 

Ministries of natural resources 8863 

Security-related bodies 19203 

TOTAL 49335 

A scoping review on the climate security nexus in Kenya (Dutta Gupta et al., 2021) identified 

111 topics organised into a framework with five categories: climate; conflict; livelihood and 

food security; resource availability and access; state capacity and resource governance. Based 

on this framework, a custom taxonomy was created using the term expansion strategy 

proposed in Carneiro et al (2022), in which topics were matched to AGROVOC1, the Food 

and Agriculture Organization’s (FAO) open-source, multilingual vocabulary. For each topic, 

the corresponding AGROVOC concept was extracted, and a custom algorithm was 

developed to detect and classify the related terminology within the text of Tweets. Topics 

were then assessed through correlation measures to identify any interlinkages.  

In addition, leveraging on the specific affordance of Twitter that enables direct conversations 

among users, a network analysis assesses the relationships among policy actors through a 

mentions network (Williams et al 2015), where accounts are the nodes and their relations are 

the lines connecting pairs of nodes. This means that accounts are connected if they are 

mentioned by another, with the weight of the connection calculated from the number of 

mentions by the same account.  

3. Results

Drawing on the mechanisms through which climate stressors may interact with 

socioeconomic, ecological, and political dimensions identified in Kenya, figure 1 shows their 

overall distribution, as frequency counts. ‘Famine’ and ‘Aid programmes’ are the most 

regularly mentioned topics, followed by resource availability and access pathway variables 

1
 https://www.fao.org/agrovoc/  
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‘Ethnic groups’ and ‘Cattle’. The most present topics for climate variables are ‘Risk’ and 

‘Weather hazards’ and for conflict variables are ‘Crime’ and ‘Sexual violence’.     

 
Figure 1 Distribution of topics identified in Tweets from the official accounts of selected government bodies. More 

frequent terms represented by wider wedges in the pie chart. 

While the overall distribution of variables uncovers the cumulative prominence of topics, a 

temporal distribution provides a more nuanced perception of topic prevalence over time. 

Beyond the presence or absence of a topic, the algorithm also quantified their presence2. 

Figure 2 presents timelines for the prevalence of climate variables (top) and conflict variables 

(bottom) in the corpus of tweets. The visualisation indicates not only which topics were in 

focus, but also when they were of most interest. Among climate variables, ‘Drought’ presents 

several major peaks. In 2018 and 2022, they reflect consecutive failed seasons that led the 

Kenyan government to declare a national disaster in several parts of the country in 20213. 

The conflict timeline shows higher variability among topics, with ‘Armed conflict’, 

‘Dispute’, ‘Theft’, and ‘Crime’ oscillating between peaks and low prevalence. As noted by 

DuttaGupta et al (2022), ‘Theft’ is most likely associated to livestock raiding, a significant 

problem in the country’s rural areas, whereas the increase in ‘Disputes’ in the last five years 

points to increased attention to conflict over resources. 

 

                                                           
2
 Values were normalized on a scale from 0-1, so that prevalence is shown as a proportion of all frequency, on all topics, in the 

corpus of Tweets. 
3
 https://www.businessdailyafrica.com/bd/economy/kenya-declares-drought-national-disaster-3543276  
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Figure 2 Timeline of Tweets that contain climate (top) and conflict (bottom) variables. 

To further unpack the interlinkages between different topics within the Tweets, a measure of 

correlation was established to identify when terms are present within the same body of text. 

A strong positive correlation indicates that the terms consistently occur within the same 

Tweet, whereas a negative correlation denotes they are occurring in separate Tweets. Figure 

3 displays the 10 topics most positively correlated to climate variables (right) and to conflict 

variables (left). In the case of climate, the strongest associations are to livelihood and food 

security pathway and resource availability and access pathway variables; conflict is not 

represented in the table. Conversely, conflict-related content is frequently co-occuring with 

several climate and socioecological variables, namely ‘Desertification’, ‘Risk’, ‘Climate 

change, ‘Poaching’, ‘Environmental degradation’, and ‘Resource management’.   

Direct associations between climate and conflict are presented in Figure 4, which features 

the correlations among the six conflict types described in the impact pathways and climate 

stressors and socioecological variables. The strongest positive associations (in blue) concern 

‘Disputes’ with ‘Erosion’, ‘Theft’ with ‘Rain’, and ‘Violence’ with ‘Environmental 

degradation’. However, it is notable that most variables present negative associations (in red), 

meaning that the connection between climate and conflict is largely absent from the official 

discourse of Kenyan government actors on Twitter.  
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Figure 3 Top 10 correlations between climate (left) and conflict (right) with other topics identified the Tweets 

extracted from the official accounts of selected government bodies. Bar coloured by category: Climate (red), 

Livelihood and food security pathway (blue), Resource availability and access pathway (orange), State Capacity 

and resource governance pathway (green) 

Lastly, the mentions network in figure 6 presents a visualization of the dynamics between the 

key state bodies representing climate, agriculture, natural resources and security interests. As 

the focus of this analysis is on the interaction between national security and climate 

adaptation and mitigation policy narratives, the network was filetered to display only the 

connections between the 13 government accounts. The spatialization of nodes was estimated 

with the force-directed algorithm Fruchterman-Reingold (Fruchterman and Reingold 1991) , 

which moves nodes further or closer from each other in an attempt to find an equilibrium. 

The sizes of the nodes and the labels are partitioned by degree centrality, a measure of the 

number of connections to a particular node, whereas the edges are also weighed by the 

number of times a pair of nodes is connected. The graph points to the strongest connections 

between the ministries and central government accounts, but to weaker or non-reciprocal 

linkages between ministries from the different areas.   

4. Discussion and conclusion

Content analysis and network analysis techniques enable identification of trends in 

political agendas and actors over time. The machine-driven approach employed to 

explore the salience of climate security in the Twitter communications of Kenyan policy 

actors found that the pathways that link climate stressors, socioeconomic risks, and conflict 

are not well represented in the narratives of government bodies. While Tweets that addressed 

different types of conflict did show some association to ecological threats, most climate and 

conflict variables were negatively correlated. Further, the weaker or absent connections in 

the network analysis point to to potential gaps in dialogue. 

A limitation of our analysis is that social media narratives may not fully capture the 

complexity of policy cycles in a country like Kenya, where policy actors interact across 
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multiple scales, and this engagement may not be adequately represented in digital platforms. 

Moreover, the African continent continues to have the lowest Internet access, with Kenya’s 

internet penetration rate at 32.7 percent of the total population at the start of 2023, and 

Twitter reaching 3.5 percent of the total population4. However, given the continued trend to 

integrate digital platforms in policy and governance, especially during times of crisis such as 

the Covid-19 pandemic or natural disaster responses, this study contributes towards mapping 

policymaker perspectives in public discourse. Our findings can have useful policy 

implications, indicating where policy attention around climate security-related topics has 

been, as well as what are the gaps and entry points for enhancing sensitivity on the issue, 

facilitating the integration of the climate security debate into Kenya’s formal policy arena. 

Figure 4 Correlations between conflict types and climate shocks identified in the Tweets extracted from the official 

accounts of selected government bodies. 

4
 https://datareportal.com/reports/digital-2023-kenya (retrieved 19 April 2023) 

109



Mapping policymaker narratives of the climate security nexus on social media 

Figure 5 Network of policy actors. 

References 

Brzoska, M. (2012). Climate Change as a Driver of Security Policy. In: Scheffran, J., 

Brzoska, M., Brauch, H., Link, P., Schilling, J. (eds) Climate Change, Human Security 

and Violent Conflict., vol 8. Springer, Berlin, Heidelberg.  

Carneiro, B., Resce, G. & Sapkota, T.B. (2022). Digital artifacts reveal development and 

diffusion of climate research. Scientific Reports, 12, 14146. 

CGIAR Focus Climate Security (2022) Climate Security Observatory Country Profile: 

Kenya. Rome, Italy: CGIAR FOCUS Climate Security. 

Dutta Gupta, T., Madurga Lopez, I., Läderach, P., & Pacillo G. (2021). How does climate 

exacerbate root causes of conflict in Kenya? An impact pathway analysis. Rome, Italy: 

CGIAR FOCUS Climate Security. 

Falkenberg, M., Galeazzi, A., Torricelli, M. et al. (2022) Growing polarization around 

climate change on social media. Nat. Clim. Chang. 12, 1114–1121. 

Fruchterman, T.M.J. and Reingold, E.M. (1991), Graph drawing by force-directed 

placement. Softw: Pract. Exper., 21: 1129-1164. 

McDonald, M. (2013). Discourses of climate security. Political Geography, 33, 42–51. 

Pearce, W, Niederer, S, Özkula, SM, Sánchez Querubín, N. The social media life of climate 

change: Platforms, publics, and future imaginaries. WIREs Clim Change. 2019; 10:e569. 

Rogers, R. (2013) Digital Methods, The MIT Press. 

Rogers, R., Sanchez-Querubin, N., & Kil,  A. (2015). Issue Mapping for an Aging Europe, 

Amsterdam: Amsterdam University Press. 

Williams, H. T. P., McMurray, J. R., Kurz, T. & Hugo Lambert, F. (2015). Network analysis 

reveals open forums and echo chambers in social media discussions of climate 

change. Global Environmental Change 32, 126–138 

110



  

  

Applying transformers-based NLP models to explore credibility in 

different product categories in Amazon’s online reviews 

María Olmedilla1, José Carlos Romero2, Rocío Martínez-Torres3, Sergio Toral4

1SKEMA Business School – Université Côte d’Azur, France, 2Applied Computational Social 

Sciences-Institute, University of Paris-Dauphine-PSL, France, 3Facultad de Ciencias 

Económicas y Empresariales, University of Seville, Av. de Ramón y Cajal, 1, 41018 Sevilla, 
4E. S. Ingenieros, University of Seville, Avda. Camino de los Descubrimientos s/n, 41092, 

Seville, Spain. 

Abstract 

Online reviews in the e-commerce and eWOM communities play a key role in 

consumers’ purchase decisions. In this regard, one concern is the growth of 

fake reviews, which directly targets the credibility of platforms and the trust of 

users. To address this issue, we apply Transformers-based NLP models to 

better understand the scope of fake reviews within the Amazon marketplace 

across different product categories. Our methodology applies two different 

transformer models to Amazon online reviews for (1) generating fake reviews 

and (2) classifying online reviews as fake or truthful. This work contributes to 

the literature on understanding the credibility of online review. Our results 

show that most of the fake reviews are located in non-verified purchase 

reviews. Considering the different product categories, we found that the 

percentage of fake reviews is 3 times higher for the experience products and 8 

times higher for the experience products for non-verified purchase reviews 

with respect to the fake reviews found in verified-purchase reviews.  

Keywords: online reviews; transformers; GPT-2; BERT; credibility; verified 
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Abstract 

This paper analyses the content of accommodation´ profiles on the social 

network Instagram, by applying an engagement analysis, to deepen in the 

scientific knowledge of the Instagram's role in the tourism industry. In this 

context, the authors aim to examine how the co-creation of experiences 

between accommodation providers and tourists influences the engagement of 

the latter associated with destinations. This study has significant managerial 

implications as it looks at how tourist companies can use social media to 

promote memorable tourist experiences that influence satisfaction and loyalty 

towards a destination. The innovation of this research is based on the 

methodology applied and data obtained in the tourism sector. An OSINT 

technique is applied to perform web scraping on Instagram capable of 

obtaining all the posts (n=10,017) of the profiles with their associated 

metadata. By analyzing their content and engagement, accommodation 

providers can develop more effective strategies to improve their brands. The 

article discusses how tourists use social media to express their perceptions 

towards tourist service brands or destinations. Finally, the study highlights the 

relationships between the engagement of tourists towards a destination with 

the content category and the media type on Instagram as they are crucial in 

shaping future tourists' perceptions. 

Keywords: Tourism experiences; Co-creation of experiences; Engagement 

analysis; Social media; OSINT 

5th International Conference on Advanced Research Methods and Analytics (CARMA2023) 
Universidad de Sevilla, Sevilla, 2023

This work is licensed under a Creative Commons License CC BY-NC-SA 4.0
Editorial Universitat Politècnica de València 113
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Abstract 

Tourists are increasingly involved in co-creating attractions’ symbolic imag-

es, sharing their experiences and opinions on websites like TripAdvisor and 

other similar rating and review platforms. In this paper, we propose a strate-

gy for analyzing people’ opinions about tourist points of interest, using an 

Ambient Geographic Information approach to georeference the polarity 

scores of reviews. Visualizing these scores on a map can be used to obtain 

helpful information for implementing strategic actions and policies of institu-

tional and business actors involved in the tourist industry, as well as to help 

users plan their future experiences. A case study concerning the reviews of 

the restaurants in Naples (Italy) shows the effectiveness of the proposal. 

Keywords: social media, polarity score, georeferenced sentiment. 
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1. Introduction

The diffusion of Web 2.0 changed in a few years each aspect of everyday life related to 

social representation and interaction. In a more flexible and disintermediated society, we 

are observing a growing consideration of how people – increasingly embedded in a digital 

ecosystem – communicate their feelings, opinions and experiences. This behavior is part of 

our reality, in accordance with the online and offline interconnectedness posited by Jurgen-

son (2019). This view implies a new communication paradigm in the definition of an expe-

rience of buying and consuming a product or service, including tourism-related ones. To-

day, social media guesting the narratives of people’s experiences are used by the diverse 

actors involved in the tourist industry. Visitors, in particular, play a key role in co-creating 

tourist attractions’ symbolic image, and the reputation generated by digital platforms is 

becoming progressively significant. Many individuals rely heavily on reviews and free-text 

comments on platforms such as TripAdvisor, Booking or Google when choosing a destina-

tion, reserving accommodations or a table in a restaurant, visiting cultural, scenic or 

amusement attractions. On the other hand, the use of people’s opinion in tourist industry 

can contribute positively to the decision-making processes of institutions and businesses in 

fostering sustainability and understanding consumer behavior patterns. 

In this scenario, the so-called electronic word-of-mouth becomes a primary source of in-

formation that deserve to be taken into account (Cheung & Thadani, 2012). It is necessary 

to monitor what visitors say about their experiences and feelings (Nambisan & Watt, 2011). 

Analyzing people’s comments and reviews is essential since dissatisfied visitors are poten-

tially dangerous, triggering a vicious circle of lousy reputation (Shirdastian, Laroche, & 

Richard, 2019), deterioration of symbolic value and significant financial losses (Luo, 2009). 

Nevertheless, these comments are composed as free text, and the information is encoded in 

a form that is difficult to process automatically. In a text mining framework, it is possible to 

pre-treat a textual body made of these comments and transform the unstructured data into 

structured data, performing statistical analyses to extract and manage the underlying 

knowledge base. Among the different tasks of text mining useful in the tourist industry, a 

significant role is played by the detection of the semantic orientation of texts, expressing 

the so-called sentiment in a numerical form. The sentiment resulting from the reviews writ-

ten by tourists for a particular activity or attraction can be interpreted as a quantitative fea-

ture of a process involving their narratives about the experience.  

Several alternative approaches have been proposed to calculate a score representing texts’ 

negative/positive orientation and employ these scores in an opinion-mining strategy (Hem-

matian & Sohrabi, 2019). Contributions proposed in the literature have been more oriented 

towards topic extraction (Zhao et al., 2016) or classification (Kim & Lee, 2014), where 

instead the visualization of sentiment is still an open research topic (Kurcher et al., 2018). 
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In a tourist domain, the geographical dimension has to be wisely considered to better ana-

lyze its socio-economic traits. In this work, we propose a strategy based on the computation 

of polarity scores for a set of reviews related to some points of interest and their spatial 

localization. Georeferenced data, typically represented by a set of geographic coordinates, 

allows visualizing and understanding spatial patterns and relationships that may not be 

apparent from other types of data. Latitude and longitude coordinates may be then used to 

georeference the sentiment and visualize the semantic orientation of each tourist point of 

interest on a map. Our strategy relies on the Ambient Geographic Information (AGI) ap-

proach (Stefanidis et al., 2013), in which social media are used to understand the human 

landscape and its evolution over time. Starting from the AGI framework, we extended the 

concept to digital platforms like TripAdvisor. Other authors considered the importance of 

using sentiment data and geographical references. The semantic orientation of comments 

posted on Twitter have been geographically analyzed to study the density of unfavora-

ble/favorable opinions across U.S. (Camacho et al., 2021). The joint use of sentiment and 

geographical data has been also used to assess the socio-environmental impact of large-

scale infrastructure projects (Li et al., 2021). In a tourist domain, the tourism sustainability 

index (TSI), a synthetic indicator encompassing a dimension based on polarity scores, has 

been proposed to frame and georeference tourist satisfaction in accordance with the Euro-

pean Tourism Indicator System (De Marchi et al., 2022).  

From a theoretical viewpoint, the sentiment scores and other metadata may be used to clus-

ter the points of interest in a spatial perspective, better guiding the actions of operators and 

institutional actors and people interested in exploring an area to plan a visit or a journey. In 

the following, a case study based on the city of Naples (Italy) is presented to show the pro-

posal’s effectiveness. Naples is nowadays one of the most important tourist attractions in 

Italy. Its historic center has been on the UNESCO World Heritage List since 1995 but has 

only become a primary destination in the last few years. Here, we are particularly interested 

in evaluating restaurants because Neapolitan restaurants are considered part of the tourist 

experience (Vrontis et al., 2021), as the city is famous for its cuisine and gastronomic herit-

age. Furthermore, the food & wine supply chain is an essential driver of the local economy, 

creating jobs and promoting the area (Della Corte et al., 2015). 

2. Materials and methods 

The restaurant reviews used in this study have been scraped from the Italian TripAdvisor 

website, using Naples in the query and restaurants as the main category, and stored 

in a local repository together with some metadata: name, address, latitude and longitude 

(validated with the corresponding Google Maps id place), rating, # of reviews. At the 

current stage, we considered 774 activities (a share of 30% with respect to the total number 
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of 2,634 restaurants in Naples). Moreover, we decided to set a limit of 1,000 reviews per 

restaurant – namely the most recent ones – obtaining a collection of 283,801 reviews.  

To perform a lexicon-based sentiment analysis of this collection, we used an original cus-

tomized lexicon of Italian terms. Most resources in the sentiment research area, like lexi-

cons, labelled collections and NLP tools, are mainly available in English. The lack of lin-

guistic resources is critical in the majority of studies, producing a so-called lexical gap 

(Chiavetta et al., 2016). Thus, we built an Italian lexicon by merging the resources devel-

oped in the Sentix project (Basile & Nissim, 2013), the Opener project (Russo et al., 2016), 

and other aptly screened studies (e.g., Bolasco & Della Ratta, 2004). The resulting lexicon 

contains 26,511 polarized terms with a value of +1 if positives and -1 if negatives. 

For our analysis, a light pre-treatment was applied to the reviews. Non-alphabetic charac-

ters and symbols – like numbers or emoticons – were removed to consider only content-

bearing words. The polarity scores have been calculated with a sentence-level logic (Balbi 

et al., 2018). Each review is segmented into its constituent sentences to consider the senti-

ment associated with each aspect of the described experience. Given a review ri (i=1,…,n), 

its ai sentences {si1, ..., sik, ..., siai} are identified by considering as separators strong punctu-

ation marks like full stops, question marks and exclamation marks. The k-th sentence sik is 

represented as a sequence of its pk terms {wik1, ..., wikj, ..., wikpk}. Each term wikj in the k-th 

sentence of the i-th review is compared with the terms in the lexicon, assigning -1 to nega-

tive terms and +1 to positive terms, respectively. Terms not listed in the lexicon are scored 

with a null value. The polarity of each term is then weighted considering negators (e.g., 

mai, nessuno, nessuna), amplifiers and de-amplifiers (e.g., poco, molto, pochissimo), adver-

sative and contrasting terms (e.g., ma, tuttavia). This weighting scheme allows for empha-

sizing or dampening the negativity or positivity of each polarized term, leading to a more 

effective measure of semantic orientation (Vechtomova, 2017). The polarity score of each 

sentence PSsik
 is obtained as the sum of weighted term scores PSwikj

 on the sentence length: 

PSsik
 = 
∑ PSwikj

pk
j=1

√pk
 (1) 

Since we are interested in obtaining a polarity score at a review level, we calculated an 

overall score PSri for each text by a down-weighted zeros average of sentence polarities, 

giving a lower weight to sentences conveying a neutral sentiment: 

PSri
 = 

∑ PSsik

ai
k=1

ai
-+ai

++√log(1+ai
0)

 (2) 
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where a
i
-, a

i
+ and a

i
0 are the numbers of sentences in ri with a negative, positive, or neutral 

polarity, respectively. Figure 1 graphically depicts an example of the polarity score compu-

tation, reporting for each review the overall score together with negative aspects (in red) 

and positive aspects (in green) of the tourist experience. 

 

 

Figure 1. Examples of reviews with polarity score and highlighted negative/positive aspects. 

Since the scores PSri assume values in a ]-,+[ interval, we decided to rescale all the 

results in a ]0,1[ interval to facilitate the interpretation. In the subsequent step of the strate-

gy, sentiment scores have been used to characterize each restaurant. Specifically, we used 

latitude and longitude to plot the restaurants on a map and visualize the results of the senti-

ment analysis as hot spots. We categorized the sentiment scores into low (PSri < 0.3), medi-

um (0.3  PSri  0.6), and high (PSri > 0.6), using a red-to-green color palette for the gradi-

ent. The different actors can use the resulting representation to explore the specific area 

under investigation, whereas researchers can include this information in more articulated 

analytic strategies. Georeferenced polarity scores can be used with other metadata to cluster 

points of interest identifying groups of activities that share similar characteristics or attrib-

utes. This can be particularly valuable both from an urban planning and tourist marketing 

side, where can be crucial to understand the characteristics of different neighborhoods or 

areas of a city and develop targeted strategies or interventions. 

3. Some preliminary results 

In Figure 2, we can see the polarity scores of Neapolitan restaurants georeferenced on the 

city map. The output obtained by applying the strategy can be interactively browsed by 

zooming on the different points. Here we used a static screenshot by way of illustration. 

Green areas represent the restaurants with a higher positive sentiment, whereas red areas 

represent the restaurants with a higher negative sentiment. The map shows a concentration 

of restaurants with a positive sentiment near the city’s historical center and the waterfront 

near the so-called Riviera di Chiaia, rich in tourist attractions and gastronomic sites. The 

hot areas, associated with the red color, are mainly located in the peripheral or ex-industrial 

districts, such as Bagnoli (on the left side of the map) or San Giovanni a Teduccio (on the 

right side of the map). Although these districts of Naples have tourist potential (e.g., 
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Bagnoli hosts the Science Museum, San Giovanni hosts the National Railway Museum), 

they have critical deficiencies in the sphere of transport, services and air quality. 

 

 

Figure 2. Visualization of restaurants’ sentiment in the city of Naples. 

According to a study carried out by La Rocca (2021) on the city of Naples, the poor acces-

sibility of peripheral areas (in terms of public transport) and the degradation of urban spac-

es are, among others, the primary grounds for complaints, affecting negatively the intention 

of visitors to come back again to the city. Restaurants and shops generally suffer a lack of 

infrastructure and services (Buonanno et al., 2009). Moreover, the absence of action to 

protect and enhance the historical and cultural heritage can reduce tourist attractiveness, as 

in the case of the San Giovanni district. 

The complete results of the case study will be discussed more in detail elsewhere. 
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How can destinations get engagement on Instagram? Artificial 

Intelligence as a tool for photo analysis 
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Abstract 

What type of content should be published on Instagram to get more 

engagement? This article highlights the different characteristics that the 

images of tourists show on Instagram with the most engagement, that is likes 

and comments. Understanding the behavior in a destination helps tourism 

managers in marketing strategies. Based on the stimulus-organism-response 

model, a content analysis of 49,540 photographs shared by tourists that 

received 3,734,384 likes and 133,497 comments is carried out. By combining 

the content analysis with Kruskal-Wallis non-parametric tests, the results show 

that the different characteristics found in the images imply different amounts 

between comments and likes, demonstrating that the behavior of users on 

Instagram is influenced by the different attributes of the images. Specifically, 

images that feature people get more engagement than destination-focused 

ones. Additionally, scenes such as gastronomy and nature get less engagement 

than scenes such as old and new heritage, outdoors, and entertainment. 

Specifically, photos with people get greater rate of comments than likes, and if 

the format is selfie, they also get more comments. The implications of this 

research directly affect destination managers, offering clues about the content 

generated by tourists that produces the most engagement, thus attracting 

potential tourists and Instagram users. 

Keywords: Destination image; SOR model; Instagram; Visual computing, 

Selfie; Neural networks. 
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UGCs and wellness touristic image: the Spanish case 
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Abstract 

The purpose of this paper is to analyse the characteristics of the projected 

image of wellness tourism by studying memorable experiences transmitted 

through user-generated content (UGC) in eight Spanish tourist destinations.  

To achieve this objective the methodology employed has been a netnographic 

and framework analysis applied to a UGC dataset collected from Airbnb 

Experiences in eight Spanish tourist destinations. Based on the keyBERT 

value, the dimensions and elements that characterise wellness were identified, 

and a correlation analysis was carried out. Using these dimensions and the 

UGC of each destination, the wellness image of each tourist destination was 

identified. The main result is that the image of a tourist destination can be 

established on the basis of the UGC. From all wellness dimensions (Body, 

Spirit, Mind, Social and Environment), the Spirit dimension stands out as the 

most relevant in the image of the destination when we talk about wellness 

tourism. Likewise, the existence of strong linear correlations, both positive and 

negative, between the wellness dimensions and their elements is also observed. 

The interest of the work lies in the use of data from sources that have been little 

exploited scientifically in order to test their validity as a source of projected 

tourist image of different destinations, applied to wellness tourism. It seeks to 

confirm the validity of the set of keywords found in order to create a valid 

library for future studies on wellbeing based on UGC analysis. 

Keywords: UGC, destination image, tourist image, wellness tourism, 

experience tourism. 
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Not your fault, but your responsibility: worsened consumer 

sentiment on work-from-home products during COVID-19 

Giovanni Cintra11, Filipe Grilo 1,2,3 
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3 CEAD, Portugal. 

Abstract 

This study analyses the evolution of people’s sentiment towards Work from 

Home (WFH)-related products during the pandemic, using user-generated 

content from Twitter on responses for the largest US online furniture stores.  

The goal of this study is threefold. First, we test if Covid-19 disrupted the 

volume of  Electronic Word of Mouth for WFH-related products and if Covid-

19 changed people's sentiment toward WFH-related products. Finally, we 

assess which online furniture stores had a more positive or negative impact on 

sentiment during the covid-19 outbreak. 

We find that people interacted more about WFH products during the Covid-19 

lockdowns, but sentiment towards WFH products worsened. For some online 

furniture stores, Covid-19 restrictions may explain the changes in sentiment, 

but firms’ idiosyncrasies also play a role. 

The methodology of this study allows companies to assess the impact of 

external effects on customers’ sentiments, allowing them to identify specific 

problems and to connect more naturally with their customers. 

Keywords: Covid-19, Electronic Word of Mouth, Sentiment Analysis, Twitter, 

Work From Home. 
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Assessing the spread of Keynesian ideas in the economic policy 

debate: a Text Mining approach on Twitter 

Chiara Perfetto1, Antonella Rancan1, Giuliano Resce1 
1 Department of Economics, University of Molise, Italy  

Abstract 

This paper proposes a methodology for examining the presence of Keynesian 

ideas in the economic debate. To this aim we use Twitter as a source of data 

to monitor the debate in real time. We quantify the presence of Keynesian and 

anti-Keynesian thought in tweets about the economy and we qualify the 

emotional tone of these tweets. Our preliminary results show that the 20 per-

cent of total English tweets about #economy contain words related to Keynes 

while about 8 per- cent contain words referring to anti-Keynesian policies. The 

monthly analysis of the tweets shows a certain heterogeneity. The distribution 

of Keynes-related tweets is much more uneven than the distribution of anti-

Keynesian tweets. Our evidence suggests that the methodology we applied to 

understand how much of the Keynesian thought is still around in the economic 

debate can be promising. The next step will be to focus on georeferenced tweets 

to detect heterogenity across countries and to understand how country-level 

trends reflect the economy cycle. This study still has some limitations that will 

be faced in future research such as the classification of topics and the focus on 

English texts for the moment. 

Keywords: Text Mining; Twitter; Keynesian thought. 
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The spread of Keynesian ideas in the economic policy debate: a Text Mining approach on Twitter 

1. Introduction

Social media interactions, from commenting on a post to liking a photo, leave digital traces 

that can be used to extract patterns of individual, group and social behaviours. In this paper 

we address how social data created by users are useful indicators for providing insights about 

economic patterns. The political science literature shows how the feedback mechanism 

reinforces the entrenchment of existing policies in the case of 'positive' feedbacks or subvert 

current patterns due to 'negative' feedbacks (Pierson & Skocpol, 2002). 

Social scientists are often unable to systematically assess the significance and impact of ideas 

and research outputs due to extensive research portfolios, time and resource constrains. 

Therefore, the dynamics of knowledge dissemination are not fully understood. The 

integration of digital research methodologies, with text mining techniques offers an 

innovative and comprehensive approach to deal with such challenges. In this study we 

suggest Twitter as a source to study how public opinion relies on Keynesian or ‘anti-

Keynesian’ view when debating economic issues. Data from Twitter make it possible to 

monitor the onset and spread of phenomena in real time (Resce & Maynard 2018). In fact 

tweets have a reliable timestamp and for that they can be analyzed from a time perspective 

and are accessible to researchers, unlike most social networking sites (Fujiwara et al., 2021). 

For these reasons, Twitter has found many applications among social scientists for many 

different purposes as detecting tourism preferences (Chang, Chu, 2013), analysing political 

trends (Rill et al., 2014, Seabold et al., 2015), or studying socio-economic problems (Resce, 

Maynard, 2018). 

With this research, we aim to identify a methodology to quantify the presence of Keynesian 

and anti-Keynesian ideas  in tweets about the economy and to qualify the emotional tone of 

these tweets (Misuraca et al., 2020). In this paper the terms “Keynesian” and “anti-

Keynesian” are broadly defined. For Keynesian thought or Keynesian view we mean an 

approach to economic problems such as unemployment and economic downturn which relies 

on public interventions for their overcoming. On the contrary, anti-Keynesian view is defined 

in terms of a free-market approach, as supported by neoclassical economics. Twitters which 

mention government spending policies and expansionary monetary actions are Keynesian, 

while restrictive, anti-inflationary policies and deregulation policies are considered anti-

Keynesian. 

2. Data and method

The inclusion of Twitter data to understand the economic trend involves web scraping 

techniques on existing official Twitter accounts. The scraping was based on preliminary 

criteria which come from searching of a specific hashtag. We downloaded 7.255.518 tweets 

from 2008 to March 2022 regarding the hashtag of interest, that is #economy. For every 
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tweet, the following fields have been considered: URL of the tweet; text of the tweet (along 

with the extraction of hashtags and mentions); timestamp, i.e., time of tweet creation; 

username of the publisher; number of likes; number of retweets; number of replies; 

geolocation (if available); language. 

To quantify how many Tweets reflect Keynesian or anti-Keynesian thought we built a 

taxonomy taking into consideration a subsample of tweets containing the word "Keynes". 

From this subsample of 3,253 tweets we have extracted single words, bigrams, and trigrams 

which have a frequency higher than 3% of the tweets containing at least one Keyn-based 

word. For the extraction of the single words a Term Document Matrix was produced, with 

tweets id by column and stemmed words by row. The Term Document Matrix indicates the 

number of times each word appears in each tweet. For the bi-grams and tri-grams we used 

the function to tokenize in consecutive sequences of words, called n-grams. As one might 

expect, a lot of the most common bi-grams are “stop-words”, as "of the", "to be", etc. For 

that we removed cases where one or two of the two topics is a stop-word. The same was done 

for the tri-grams. Then the n-grams extracted were manually labelled (a strategy used by 

recent studies, such as Angelico et al., 2022) as Keynesian policy related or anti-Keynes 

policy related as in the Table1. Unigram, bigram and trigram where used, in the case of anti-

Keynesian n-grams trigram where not connected to the topic and this is the reason why they 

were not considered.  
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Table 1. Taxonomy 

PRO KEYNES ANTI KEYNES 

TOPIC BIGRAM TRIGRAM TOPIC BIGRAM TRIGRAM 

Keynesian maynard keynes john maynard keynes hayek neoclassical economics   

Keyn john maynard wethepeople economy obama auster miltonfriedman rocks   

Invest keynesian economics economics rukvtbw2 dems inflat money economy   

Obama keynesian economic proof deficit spending right hayek round   

Stimulus keynesian economists feed finance economy neoclass austrian economy   

Recess economy keynes dems econ economy teaparti hayek rap   

Debt keynes economics maynard keynes economy friedman tcpt teaparty   

Deficit keynes economy maynard keynes considered trump modern economics   

Johnmaynardkeyn keynesian economy investing economy guest miltonfriedman milton friedman   

Nyt economy keynesian   keynesian economics economy neoliber economy inflation   

economic investing economy 
 

republican economy austerity   

Keynesianeconom paul krugman 
 

libertarian keynesian fail   

Marx economy obama 
 

reagan political economy   

Marxism deficit spending 
 

freemarket ron paul   

Skidelski rocks keynesian 
 

monetarist anti keynesian   

Democrat keynesian proof 
 

  zerohedge kenesian   

Nytim keynesian stimulus 
 

  economy teaparty   

  growing economy 
 

  
 

  

  economic growth 
 

  
 

  

  proof deficit 
 

  
 

  

  keynesian theory 
 

  
 

  

  economix blog 
 

  
 

  

  keynesian policies 
 

  
 

  

  capitalism money 
 

  
 

  

  keynes bit 
 

  
 

  

  century keynes 
 

  
 

  

  economy jobs 
 

  
 

  

  economy recession 
 

  
 

  

  obama economy 
 

  
 

  

  economic recovery 
 

  
 

  

  economy debt 
 

  
 

  

  government economy 
 

  
 

  

  government spending 
 

  
 

  

  keynes considered 
 

  
 

  

  post keynesian 
 

  
 

  

  neo keynesian 
 

  
 

  

  keynesian model 
 

  
 

  

  economy investing 
 

  
 

  

  keynesianism economy 
 

  
 

  

  nyt economix 
 

  
 

   
economy 

keynesianeconomics 

  
 

   

  keynesian depression 
 

  
 

  

  cambridge corridor 
 

  
 

  

  debt economy 
 

  
 

  

  economics keynes 
 

  
 

  

  economy stimulus 
 

  
 

  

  jm keynes 
 

  
 

  

  keynesian economist 
 

  
 

  

  keynesian money 
 

  
 

  

  keynesian multipler 
 

  
 

  

  krugman keynes 
 

  
 

  

  obama kenesian 
 

  
 

  

  robert skidelsky 
 

  
 

  

  socialism  marxism 
 

  
 

  

  stimulus economy 
 

  
 

  

  general theory         

To quantify what each tweet is about and if the tweet is connected to Keynesian or anti-

Keynesian thought and policy, we used text mining techniques. For text mining we reduced 

the dataset to only 6.457.704 English tweets to facilitate some functions such as stemming 

and sentiment. Using R language, we adopted extensive customization of existing tools and 

algorithms to conduct such analyses. The text corpus of analysis was prepared using functions 

from the R package “tm” (Feinerer and Hornik, 2018; Feinerer, Hornik, and Meyer, 2008): 

punctuation, stop words (i.e., in English, words like “the”, “is”, “of”, etc), special characters 

and numbers were removed from the corpus. The words were then converted to lowercase 

and stemmed. Also, the topics in the taxonomy were converted to lowercase and stemmed.   

The words of the taxonomy are identified and counted in the tweets through the functions of 

the “stringr” package on R (Wickham, 2019). Keynes related tweets are defined as the sum 

of tweets featuring one or more words contained in the list of Keynesian topics while tweets 

related to anti-Keyensian policies result from the sum of tweets that contain one or more 

words contained in the list of anti-Keynesian topics. 

132



Chiara Perfetto, Antonella Rancan, Giuliano Resce 

  

  

To identify the semantic orientation of each line of text downloaded from Twitter we have 

adapted the functions of the "sentimentr" package developed by Rinker (2017) which uses a 

dictionary-based approach, i.e. based on a predefined polarized word list. Once the sentiment 

has been estimated, we produce graphs capable of highlighting the trend of sentiment over 

time.  The set of information obtained by the text mining plus the number of tweets combined 

with the sentiment could be combined to build a sentiment index. 

3. Preliminary results 

The 19.3% of the economy total English tweets contain words related to Keynesian ideas 

while 7.7% contain words referring to an anti-Keynesian policies. The monthly analysis of 

the tweets (see Figure 1) shows a greater homogeneity of the distribution of anti-Keynesian 

tweets up to July 2016 with a subsequent increase in the volume of Tweets until reaching the 

peak in March 2019. 

 

Figure 1. Distribution of tweets in timeline 

As we can see from Figure 2 (top left) the distribution of Keynes-related tweets is much more 

uneven than the distribution of anti-keynesian tweets. The first peak is reached in June 2009, 

when 40% of the economic tweets written in that period contain words referring to Keynes. 

The largest volume of tweets referring to Keynes is reached in January 2015. This may be 

connected to the desire to abandon neoclassical theories following the 2007/2008 financial 

crisis and the subsequent Great Recession. If we look at the remaining part of Figure 2, we 

can also see an irregular distribution of likes, retweets and replies.  
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As we can see from Figure 3, the increase in the volume of anti-Keynesian tweets after 2016 

corresponds to an increase in likes and retweets while the most replies tweets are those of 

2009 and 2010. 

 

Figure 2. Statistics on Keynes-related tweets 
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Figure 3. Statistics on antiKeynes-related tweets 

As in the Figure 4, the sentiment relating to anti-Keynesian tweets is almost positive. Keynes-

related tweets are associated with more volatile sentiment through 2014. Post-2014 the 

average sentiment of tweets is positive. Combining the results from supervised text mining 

with the sentiment generates an index that allows to compare the average sentiment trend of 

Keynesian or anti-Keynesian tweets (Figure 5). 

 

Figure 4. Sentiment analysis trends 
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Figure 5. Sentiment index 

The preliminary evidence of this research suggest a methodology for an understanding of the 

main references to which the economic policy debate carried out throug social media relies 

on. In line with previous literature, our results suggest that the integration of text mining 

techniques with Twitter data has a great potential to add knowledge to social science (Chang, 

Chu, 2013; Rill et al., 2014; Seabold et al., 2015; Resce, Maynard, 2018). For our future 

research directions, we plan to reduce the set of tweets at only georeferenced tweets to focus 

these trends across countries and understand how these trends reflect the economic cycle. 

This study also includes some limitations that should be taken into account. When designing 

a study based on the taxonomy, there may be subjectivity in the classification of topics. Also 

the reduction to English texts only, necessary above all for the sentiment, could generate loss 

of information from the general dataset. 
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Measuring Social Mood on Economy during Covid times: effects 

of retraining  Supervised Deep Neural Networks   
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Abstract 

Supervised Machine learning approaches are popular techniques used for 

sentiment analysis tasks. However, such techniques have strong limitations due 

to their sensitivity to the quantity and quality of the training datasets and may 

fail when training data are biased or insufficient. In the present study we 

address the impact of Covid on a deep learning classifier based on long-short 

term memory neural network (LSTM).  This classifier is used to compute a 

daily sentiment index on Italian tweets with economic content, for the first five 

months of 2020 (more than 11 million of tweets are classified). We show how 

retraining the model with a set of annotated tweets containing reference to 

Covid increase the accuracy of the classifier. The accuracy is measured by 

analyzing the dynamics of the index. We will show that during pandemic the 

retrained index decreases coherently with most Italian economic indicators.In 

addition, we analyze how the training and tuning procedures (one-step, two-

steps with fine-tuning) affect the daily dynamics of the index. 

Keywords: Sentiment Analysis, Artificial Neural Networks, Deep learning, 

Twitter data, Word Embedding Models 
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1. Introduction 

In this paper, we describe a new methodology to calculate a daily sentiment index that aims 

to depict the population mood about the economy in Italy, such as Social Mood on Economy 

Index (SMEI) (Catanese, et al., 2022). So far, Italian National Institute of Statistics (Istat) 

adopted an unsupervised procedure for estimating the social mood on economy by exploiting 

a lexicon-based approach (since 2018). Our initial choice fell on lexicons, due to the lack of 

Italian labelled datasets of tweets for sentiment analysis. Within the last few years, the 

number of labelled Italian datasets has increased, so we started to investigate cutting-edge 

supervised deep learning algorithms for sentiment analysis purposes. This work relies on a 

binary sentiment classifier (positive vs negative content) built by means of a Bidirectional 

Long short-term memory (LSTM) neural network. The training phase consists of a two-steps 

procedure: a) an unsupervised word embedding training model built on a unlabeled training 

set of Italian tweets extracted from the SMEI; b) a supervised training aimed at generating 

the model that computes the sentiment score. 

Recently the outbreak of Covid changed structurally the content of twitter conversations. For 

this reason, we decided to retrain the original and previous neural network so to include a 

Covid related annotated dataset and to analyze accuracy improvements. In addition, we 

analyzed the impact on the daily index of the training procedure by splitting it into two steps. 

As a result, we analyzed four scenarios: original model; retrained models (both one step;two).  

In this work we want to address the following question: how is the algorithm able to intercept 

Covid “drop” in social mood during the lockdown period. 

The paper is structured as follows: in section 2 we describe LSTM methods, the different 

scenarios and the dataset used in our simulations. In section 3 the dynamics of the daily social 

mood index, within the period January 2020 - May 2020, according to the different scenarios 

are commented. Conclusions are drawn in Section 4. 

2. Methods 

2.1 Recurrent Model for Text Classification   

Our classification model is a long short-term memory (LSTMs) (Hochreiter, & Schmidhuber, 

1997) which are a type of Recurrent Neural Network (RNN) (Medsker, & Jain, 2001) able to 

process long sequences of data. In general terms, a LSTM memory cell is composed 4 gates: 

an input gate, an output gate, a forget gate and a self-recurrent neuro. The input and output 

gates control the interactions between neighboring memory cells and the memory cell itself. 

Whether the input signal can alter the state of the memory cell is controlled by the input gate. 

On the other hand, the output gate can control the state of the memory cell on whether it can 

alter the state of other memory cell. In addition, the forget gate can choose to remember or 
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forget its previous state. LSTMs layers are composed of a number of cells, usually activated 

by means of hyperbolic tangents, which regulate the flow of information through the system 

of gates, in the form of sigmoid functions. RNNs are suitable for Natural Language 

Processing (NLP) applications thanks to their capability to connect previous pieces of 

information to the present tasks. In this work, the proposed model is a neural network built 

upon a two-layer Bidirectional LSTM (Huang, et. al., 2015). Bidirectional LSTMs (BiLSTM) 

are an extension of LSTMs which can improve the performance depending on the given task. 

BiLSTMs are basically two independent LSTMs trained on the input sequence. The first 

LSTM processes the sequence data forwards, whereas the second LSTM processes the 

sequence data backward with two separate hidden layers. BiLSTM connects the two hidden 

layers to an output layer. This structure provides the network both forward and backward 

information at each step.  

The key feature of BiLSTM is the ability to capture the “context” of each word within the 

text in a very powerful way since one LSTM works on the left context and the other LSTM 

“understands” the right context. For instance, the word “bank” can assume different meanings 

according to its context, the left context can provide one meaning such as in “river bank”. 

But the right context matters too, because it provides another meaning, for instance in “Bank 

of America”, the BiLSTM can capture these different gradients of meaning by means of the 

double LSTM.    

2.2. Training Process and Computation of daily index 

The input layer of the neural network is an embedding layer, i.e., an embedding space 

resulting from a word-embedding model. The embedding model has been built on a corpus 

of SMEI tweets using the fastText algorithm (Bojanowski, et al., 2017). The output of this 

model is a vector space, where each word has a semantic vectorial representation. The 

underlying idea is that encoded words “closer” in the vector space are expected to be similar 

in meaning. The dimension of this vector space is set to 300. Then, it is possible to map the 

input layers into a two-dimensional matrix: one dimension represents the word within the 

corpus and the other is its vectorial embeddings representation. This matrix is the input of 

the first LSTM layer and the subsequent output is the input of the second LSTM stage. The 

use of two stacked LSTM layers allows the model to capture the semantic relationships 

between words and sentences (Graves, et al., 2013). The first layer has 128 cells while the 

second 32. Both use a hyperbolic tangent (Tanh) activation function and a dropout rate of 0.5 

for regularization. For dimensionality reduction, a 1-dimensional Max Pooling layer is then 

adopted to convert inputs (with various lengths) into a fixed-length vector. Finally, the output 

layer is a dense layer, i.e., a single fully-connected layer, which is a binary classifier. It uses 

a Sigmoid function, which is the predicted sentiment classification of each tweet: if the 

resulting quantity is higher than 0.5, then the tweet is classified as positive, otherwise 

negative.  
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The training process of the classifier (which allows the sentiment scoring of the output layers) 

can be carried out in a unique step or can be split into two phases, where the second step 

consists of a fine-tuning with the scope to specialize the classifier in a specific domain. To 

fine-tune the model, the dataset used for the one-step procedure needs to be split. 

The fine tuning of the original model was carried out by using Italian economic tweets used 

for SMEI, while the retrained model for Covid uses the Feel-it dataset (Bianchi, et. al., 2021). 

The original two-step model is pre-trained on a dataset composed by labelled Italian tweets 

coming from a variety of domains. The “pre-training” set is a merge of two datasets widely 

used for sentiment analysis, Sentipolc (Barbieri, et al., 2016) and Happy Parents (Mencarini, 

et al., 2019). The tweets within the training data include political and generic tweets, whereas 

the test data include tweets extracted with a socio-political topic via hashtags and keywords 

related to #labuonascuola. The Happy Parents is a dataset of Italian tweets related to 

parenthood. The merged dataset is composed of 6501 labelled tweets, the 39.44% are positive 

and the remaining are negative tweets. Then, the model is fine-tuned on a balanced set of 900 

labelled tweets (year 2016) concerning economic topics used for internal uses in Istat. In the 

new retrained model, Istat dataset is always used in the first-step model.The fine-tuning of 

the model  is performed by using an additional dataset: Feel-it consisting of 2037 tweets 

being the positive 35.73%. These tweets were retrieved by monitoring trending topics each 

day between 20th August to 12th October 2020, using the Twitter API. Feel-it dataset contains  

662 COVID-19-related tweets.  

Both datasets have been split into a training set and a validation set according to a proportion 

of 80/20. The model classification accuracy has been evaluated using the F1-Score. It is worth 

it to notice that these datasets are not recent and date back to 2016 in the best case. The trained 

model is then used to predict the sentiment of a set of 11,979,986 tweets in Italian referred to 

the period January - May 2020 extracted from Twitter by Istat by using a set of keywords 

related to economy as a filter. The predicted sentiment of each tweet is then used to build the 

daily index, which is computed as: 

𝐼 =  
𝑁𝑝 − 𝑁𝑛

𝑁𝑝 + 𝑁𝑛

 

Where 𝑁𝑝 is the share of tweets classified as positive each day while 𝑁𝑛 is the share of tweets 

classified as negative. The same set of unlabelled tweets, together with other SMEI tweets 

othe months of April and May 2021 (for a total of 15.115.421 tweets), were used for 

theconstruction of the embedding Fastetxt space used as input layer. 
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3. Results 

The original model achieves 0.80 as F1-Score on the validation dataset of the first step, 0.79 

of the second step, while in the first step a 0.80. The retrained model achieves its highest 

accuracy on the validation of the fine-tuning set 0.86, 0.83 in the one-step and slightly less 

on first-step 0.79. When measuring the accuracy, with respect to the validation dataset, all 

models show high F1-Score values.  

Table 1. F1-Score in the four scenarios. 

Variable With Feel-It  Without Feel-It 

One-Step 0.83 0.8 

Fine-Tuning (First step) 0.79 0.8 

Fine-Tuning (Second Step) 0.86 0.79 

The indexes created using the predicted sentiment in the different scenarios are illustrated in 

Figure 1, 2. The original model records a breakdown since the beginning of the Covid-19 

pandemic, when a strong lockdown was imposed to the country. The index shows a 

downwards level-shift within the period between the 7th of March and the 21st of April, i.e., 

a full lockdown period in the country. In this time period it seems that one-step vs two-step 

procedure has the only effect of an upward translation. This is due to the fact in the fine 

tuning a balanced dataset (50% positive, i.e. mean 0) is utilized while in the one step 

procedure the dataset is unbalanced (40% positive, i.e. -0.2 index on average). The index, as 

shown in Figure 1, has some outliers, that need a deeper analysis. As expected, the maximum 

of the time-series is observed on the 1st of January. We analyzed the second maximum of the 

sentiment index on the 6th of March and the minimum on 11th of April. While the minimum 

value has a consistent meaning, the positive peak seems to be a false positive. 

In the minimum value, spesa (expense) is again among the most common words, a further 

confirmation that such term is correlated with negativity. The debate is focused around mes 

(the Italian word for the European Stability Mechanism), which appears to be negatively 

characterized in the twitter debate, as we observe other words such as governo (government), 

euro, debito (debt), tasse (taxes) in the conversations about MES. 
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Figure 1: Original Model: daily index and weekly moving average (ma), in the two training processes (one step; 

two-step) 

Concerning the positive peaks, we observe that when Coronavirus appears with the words 

Italia, famiglia/e (family), the tweets tend to be positively classified. The positivity linked to 

these words seems to confirm the intuition that the classifier assigns a sentiment according 

to the co-occurring words. Words as famiglia/e or Italy may have an intrinsic positive 

meaning, probably due the labelled data-set Happy Parents (more likely for family) or 

Sentipolc (for Italy). For this reason, we retrained the model. 

In figure 2 we first observe that in this case the fine-tuning and the one-step procedure 

produce different results, and that the downward induced by Covid and Lock-down is more 

evident in the one-step trained model and is almost double than the original model or the two-

step model. With respect to the original model both the re-trained models begin their descent 

since the 21st of February which is actually when the fear about the Italian spread of Covid 

began. With respect to the most positive values, we observe that in both cases, we have that 

second positive (or less negative) value is recorded on 13th April 2020 day on which Italy 

acceded to MES fund and deficit increase for economic restart was announced by the 

Government. It must be stresses that also the current SMEI index records such a positive 

value. While the minimum value in the two-step procedure is again the 11th of April in the 

one-step it is recorded on the 29th of March, day on which a new record of Covid deaths was 

witnessed. Finally, it must be stressed that the Feel-it dataset is the most negatively 

unbalanced dataset thus the two-step procedure lowers the average mean value of the index. 

Some useful additional insights can be obtained by analyzing the day over day variation of 

the weekly moving average (which is not a trend), as shown in  Figure 3 and Figure 4. 
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Figure 2: Retrained Model with Feel-it: daily index and weekly moving average, in the two training processes 

(one step; two-step) 

In this case we observe that the retrained model with Feel-it shows since February 21st the 

same variations while they differ in the first part. In this sense the fine-tuning is able to 

specialize the model in Covid times as well as in the one-step procedure. When utilizing the 

whole dataset in the one-step procedure probably the rest of non-Covid related tweets (almost 

1400) have the capability of changing the dinamics until late February.  

 

Figure 3- Day over day variation for original models. 
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Figure 4- Day over day variation for Feel-it retrained models(lower) 

If we analyse the original model, we observe that the one-step procedure smoothens the 

dynamics of the index as the day over day variations are always between the ones of the two-

step.In the feel-it we observe an opposite behaviour.  

4. Conclusions 

The original index was already showing a breakdown during the Covid pandemic most likely 

induced by the fact that the input of the LSTM model is a word embedding model where 

Covid tweets have semantic relationships within SMEI tweets. However, we observed some 

misclassifications due to the training process. For this reason, we re-trained the model with 

a recent labelled dataset that contains lexical reference to the pandemic, e.g.  Covid-19 terms, 

lockdown. Even if the size of Covid tweet is very modest we observe more coherently that 

the breakdown begins since late February 2020, and that the index decrease sharpens with 

respect to the original model as expected. It is not clear the specialization level provided by 

a two-step training. As a rule, it is advisable to increase the overall size of the annotated 

dataset in the first training step, so that fine-tuning could be performed to dynamically retrain 

the model on a relatively small dataset. In the present study we show that in case of Covid 

better results are obtained by a one-step procedure. 
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Abstract 

On 25 February, a Muslim man attacked several churches in Algeciras (Spain) 

and killed a sexton. After the attack, many people turned to social media, 

especially Twitter, to express their emotions about what had happened, send 

their condolences to the deceased’s family, or criticize the government, as the 

perpetrator was allegedly an undocumented migrant with a pending 

deportation order. The aim of this work is to study the emotional reactions of 

Twitter users who participated in conversations about the Algeciras case by 

applying sentiment analysis techniques. Using the academictwitteR package, 

more than 300,000 tweets containing the word 'Algeciras' were obtained. We 

then filtered out the RTs and kept 36,104 original tweets for this work. After 

data cleaning and tokenization, sentiment analysis was applied using the 

syuzhet package in R, which allowed to obtain the intensity of positive or 

negative sentiments and eight different emotions. The results suggest a higher 

prevalence of negative sentiments related to conversations about attacks, 

murder, or grief. The use of negative words reflects Twitter users’ emotions, 

which are mainly concentrated on fear, anger, and sadness. Tweets expressing 

these emotions also indicated signs of Islamophobia and racism towards the 

murderer and, by extension, other Muslim immigrants. 

Keywords: Algeciras attack; anti-immigration emotions; sentiment analysis; 

syuzhet; Twitter; islamophobia. 
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Abstract 

This study seeks to examine the variation by field in publication practices in 

a Portuguese Higher Education Institution (HEI), where both research in 

Social Sciences and in Hard Sciences is conducted. The intention is to raise 

the issue of the suitability of bibliometrics for the Professors/researchers’ 

evaluation considering their areas of research, as well as understanding the 

sort of use they make of these instruments. Different Bibliometric Databases 

were managed to analyze the use given to them by all the researchers in this 

HEI and to find out the main differences in its use according to the 

researched field of study. These results might represent a valuable source of 

information for HEIs in the process of finding the balance between the 

different procedures and format for the evaluation of researchers, to identify 

their in/ability to proficiently use these tools and to study the suitability of 

each tool to different profiles. 

Keywords: Evaluation; Higher Education; Bibliometrics; Social Sciences; 

Hard Sciences  
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Account for variation by field in publication: bibliometric databases’ analysis in a Portuguese Higher 

Education Institution 

  

  

1. Introduction 

In a recent past, bibliometrics have been assuming a crucial role in the evaluation process 

of Higher Education Institutions’ professors/researchers, both in an individual basis as well 

as in a collective one, positioning the institution according to its information science results. 

However, the rapid evolution of bibliometric science and its close liaison to the evaluation 

of researchers does not make of the former expert users, or even interested ones in this 

method. Their evaluation was once a task led by peers and data are now “increasingly used 

to govern science” (Hicks et al., 2015:429) by Institutions, regardless the researchers’ will 

or expertise in using these tools and the effectiveness of the service of bibliometric support 

research in libraries. 

 The concept of Bibliometrics has been used since 1969, when Pritchard (1969: 348) 

defined it as the “application of mathematics and statistical methods to books and other 

media of communication” and it dates back to the early 19th century, when the impact factor 

was firstly described by Eugene Garfield (1955) and when Tibor Braun launched the first 

dedicated journal Scientometrics in 1978 (Springer, 2023). Later on, and according to 

Furner, (2014:146), bibliometrics was described as being “about what people (authors, 

readers, etc.) do with documents (books, journal articles, web pages, tweets, etc.), for what 

reasons, and with what effects” 

Introduction to Bibliometrics for the Evaluation of Scientific Information happens later on, 

on the threshold of the 21st century and reliance to its use is among much of the scientific 

community (Sugimoto & Larivière, 2018). The use of various research indicators should be 

done responsibly and ensure that these ones are not detrimental to the scientific community 

and that research is measured productively, supporting, rather than destroying, the scientific 

system (Sugimoto & Larivière, 2018). As Hicks et al. (2015:430) acknowledge and alert 

“Across the world, universities have become obsessed with their position in global rankings 

(…) even when such lists are based on what are, in our view, inaccurate data and arbitrary 

indicators”. Moreover, the account for variation by field in publication is a concern that 

must be attended in order to avoid inequities and biases in the evaluation process 

(Nederhof, 2006).  

According to the Leiden Manifesto for Research Metrics (Hicks et al., 2015) there are 10 

ten principles to guide research evaluation, and the sixth one is directly linked with this 

topic. This study will therefore try to verify if the predominant area of study of the different 

researchers in a Portuguese HEI could be related to their presence and proficiency in the 

use of the metric databases at their disposal, leading to the following research question: 

What is the influence of the scientific field studied in the use of different bibliometric 

platforms by researchers to account for their publications? 
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2. Account for variation by field in publication 

As clearly explained by Leiden (Hicks et al., 2015), quantitative metrics may not reflect 

with the same precision and justice the production of researchers from different areas of 

knowledge. Whether in the arts, social sciences or other areas, the studies that result from 

them have very specific nature and characteristics, which often do not match with 

publications that are plausible for bibliometric measurement. Working mainly on content, 

distancing themselves from quantitative instruments for the analysis of results, it is the 

social sciences that most resort to the use of qualitative methodologies, having often been 

kept away from publications in the 1st and 2nd quartiles and even recognizing a tendency to 

difficulty in being accepted in indexed journals for this very reason. According to College 

& James (2015:62), “the diverse nature of research at the institution as well as in the field 

should be highlighted, and appropriate denominators and indicators requested”. This same 

idea is reinforced by Coombs & Peters (2017:8) about the Leiden manifesto, when saying 

that “the field normalization can be responsible for strongly influencing the result of the 

quantitative assessment, even more than the actual performance of the field”.  

The availability and willingness to use these platforms is often less among social science 

researchers who often publish their work in formats other than articles, which are the most 

easily measurable and accepted format for indexed publication. Some studies have been 

conducted in order to understand research output performance of social scientists as far as 

bibliometrics are concerned (Thanuskodi, S., 2017; Glänzel & Schoepflin,1999). For this 

study different bibliometric databases were considered with the purpose of gathering 

comprehensive research activity. Either researchers’ unique digital identifier, as ORCID 

(Lehmann-Haupt, 2022), which allows the research to be guided by the individual, or 

bibliometrics databases, as Scopus (Scopus, 2023) which in turn guide research by the 

output results of researchers, have been used with the aim of enlarging the scope of this 

study. 

3. Bibliometric databases’ analysis in a Portuguese Higher Education 

Institution: methodological procedures 

A Portuguese HEI which offers Bachelor's and Master's degrees in the field of Social 

Sciences (hereafter referred to as SSs) and that of Hard Sciences (hereafter referred to as 

HSs) and, therefore, having researchers from one area and the other equally, was chosen for 

the study. The Institution hosts two Research Units, one linked to SSs and one to HSs. The 

research units will be referred to as Group A (social sciences) and Group B (hard sciences).  

All professors, working full time in this institution, teach and research simultaneously, and 

there is no separation of careers. From the 148 professors, only full members of the 

research units mentioned before and simultaneously working full time have been 
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considered, namely 35 (53%) in relation to the SSs one and 31 (47%) to the HSs one. The 

remain 15 professors are members of other research units not connected with the studied 

HEI. 

Five different databases were explored during three months (December, 2022 to February 

2023), namely: ORCID (ORCID, 2023), Scopus (Scopus, 2023), Web of Science (WOS) 

(Web of Science, 23), Dimensions (Dimensions, 2023), Google Scholar (Google Scholar, 

2023) and 3 categories that were common in all the platforms: Articles in journals; Book 

chapters and Conference papers. Besides these 3 categories, some more were identified in 

ORCID and Google Scholar such as books, books edition, posters and patents. The 

information for each researcher was searched by name in all the mentioned databases and in 

ORCID. Sometimes, due to the difficulty in finding them by the name, it was necessary to 

add the institution or research centre to which they belong to.  

Analysis and processing of data was achieved through excel and statistical package for 

social sciences (SPSS) software. Several descriptive statistics’ measures were used such as 

median and variables were explored to analyse their normality and the existence of outliers 

through Kolmogorov-Smirnov test and Box-plot. As significance level of Kolmogorov-

Smirnov test was <0.001, null hypothesis - the population is normally distributed - was 

rejected. Thus, as there is not normality, non-parametric tests were the option. Both 

research centres were compared based on publication practices using Mann-Whitney test 

(Pestana & Gageiro, 2014).  

4. Results and discussion 

4.1. Main differences in the use of database platforms according to the researched study 

field 

By analysing the different database platforms, it is clear that the rate of publication in the 

SSs and HSs varies and Figure 1 shows the large discrepancy between the number of papers 

produced by researchers in Group A and those in Group B. It should be noted that ORCID 

and Google Scholar databases are those that bring together the largest number of 

publications by both groups. Considering that ORCID is the database that gathers the 

largest number of papers from both Group A and Group B, this base was selected to 

compare the two research groups in terms of quantity of publications. 

Publication practices were compared between Group A and Group B researchers, using 

Mann-Whitney test. Null hypothesis (H0) was formulated: the distribution of total 

publications of ORCID/Scopus/Web of Sciences/Google Scholar/Dimensions is the same 

across group A and Group B. These hypothesis were rejected. Regarding these results, the 

difference between Group A and Group B is evident. The number of publications differs 

significantly between research centres, being necessary to determine which type of research 
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Group has the most publications in the analysed databases. Then, the median of the total 

publications was calculated in each Group for each database. The results show that the 

range of values of the median of publications of HSs is 41 to 22 and for SSs is 5 to 0. The 

difference between the groups was clarified, being the HSs researchers the ones with the 

highest number of publications.  

 

Figure 1 – Publications by database and research centre 

While the normality was tested the variables were explored, and some outliers were found. 

This means that, in all the population, some researchers show up.  They have so many 

publications that they become outliers, standing out from the overall pattern of the 

researchers considered for the study. 

4.2. The variation by field regarding publication categories 

Considering that ORCID is the most reliable database in terms of authorship, the typologies 

of documents in it were analysed in order to compare the differences in publication 

categories between research fields. Observing Table 1, in ORCID 72% of the documents 

were produced by Group B researchers and the predominance of publications in this group 

are articles in journals and posters. In the case of Group A, the typology with greater 

expression is the conference papers. Notice that there are neither patents in the case of 

Group A, nor edition of books in the case of Group B (Table 1). 

ORCID database publication practices were compared between categories through Mann-

Whitney test. Null hypothesis was formulated: the distribution of the articles in 

journals/books/book chapters/conference papers in ORCID is the same across the groups. 

For articles in journals and conferences papers this hypothesis was rejected. Moreover, the 

median of articles in journals highlights in Group B with the value of 26 against a value of 

3 in Group A. In addition, the opposite happens in conferences papers, where Group A 

stands out with a median of 9 facing Group B which has a median of 2. With regard to 

books and book chapters H0 is not rejected, meaning that the distribution is similar between 

both groups. 
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Table 1. Publication categories in ORCID 

ORCID Group A Group B Total Group A Group B 

Articles in journals 165 797 962 17% 83% 

Books 28 40 68 3% 4% 

Book chapters 67 78 145 7% 8% 

Posters 3 351 354 0% 36% 

Conference papers 240 54 294 25% 6% 

Book’s edition 10 3 13 1% 0% 

Patents 0 12 12 0% 1% 

 Total 513 1335 1848 28% 72% 

 

Furthermore, HSs researchers record the highest number of articles in journals. However, 

SSs researchers have the highest number of conference papers. These researchers have 

different profiles according to the field that they belong to, being undeniable the higher 

number of the publications of HSs’ researchers. 

5. Conclusions, limitations and further research 

From the obtained results, it is clear that HSs’ researchers present more publications than 

those from the SSs and that, in both areas, some publish more than others within the same 

group. There are also differences in the typology of documents produced by each group. 

Journal articles are very high in Group B and they also publish many posters and have 

patents. On the other hand, conference papers are higher in group A. These results 

corroborate the research question of the study, that inquires the influence of the scientific 

area studied and its relationship with publication performance in different bibliometric 

platforms. 

As for the studied platforms, ORCID presents itself as the one with the larger number and 

diversity of documents and both ORCID and Google Scholar gather the greatest diversity of 

documents. Scopus, WOS and Dimension only consider three types of documents, 

disregarding other works for the indicators.  

A careful reflection of the obtained results, and in the light of the theoretical framework, 

highlights that a proper and legitimate diversity of the different scientific areas requires a 

correct and dignified treatment of scientific production, regardless of its nature or format. 

Scientific production demands, in its essence, quality and accuracy and these should prevail 

over formatting standards, style and methodologies that are imposed and that, ultimately, do 
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not dignify the research product per si.  The scientific production of the SSs ends up having 

less expression and visibility in the platforms. Their lower presence may not be an indicator 

of lower productivity, but perhaps of the lack of systematisation and registration of 

production in these instruments or the inadequacy of the parameters and formats required 

equally for all areas, not looking at their specificities.  

Moreover, the danger of the commercialising of science by imposing practices for 

measuring results that do not always match the nobility, breadth and diversity of types of 

studies of scientific production may result from an incorrect use of these instruments. If 

they are not seen as an auxiliary measuring mechanism, instead of a prevailing instrument 

to validate scientific production, we may move towards a pathogenic culture that, according 

to Mendon (1942), results from an imperative logic of publication as a way of belonging to 

the community, and that is frequently cause for fraudulent behaviour. 

As for the limitations of the present study, in fact they somehow enhance future research. 

For instance, in some cases, difficulty in identifying the researcher in the different 

databases, due to the absence of a profile or publication or even the presence of more than 

one profile for the some researcher, leads to the need of a future study that compares 

different databases and author identifiers and recognizes weaknesses and advantages among 

them. 

This study compares 4 databases and 1 author identifier, for a singular HEI and the 

development of similar studies, but in a broader context, including different Portuguese 

HEIs and even expanding it to a worldwide context, would be advisable. Further research 

should also consider the implementation of new instruments for database assessment and 

better performance of the analysis, through more advanced artificial intelligence.  

Funding: This work is financed by national funds through FCT - Foundation for Science 

and Technology, IP, within the scope of the reference project UIDB/04470/2020. 
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Abstract 

The integration of digitization into various aspects of daily life has been 

accelerated recently, particularly in the realm of e-government. This study 

focuses on examining the emotions of key stakeholders in non-university public 

education, specifically educational centers, teachers, and families, as they 

pertain to educational applications developed by Spanish autonomous 

communities. The research employs a novel approach, incorporating word 

processing analysis to evaluate the emotions expressed in Twitter posts by the 

aforementioned groups. The analysis employs the Plutchick model of emotions 

and feelings, utilizing various R libraries designed for this type of analysis. 

The findings suggest differing perceptions of educational apps among the 

studied groups. 
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Abstract 

To what extent do different newspapers have different kinds of images 

associated with articles on the same topic? We investigate this research 

question by considering one of the most important Income Support Policies 

implemented in Italy in recent times (‘Reddito di cittadinanza’ – RdC) which 

generated a strong debate in public opinion. Focusing on the national wide 

media, we downloaded images associated with articles about RdC and by 

means of Image Captioning algorithms, we generate the description of them. 

Results show that different newspapers have images containing different 

objects. Some topics emerging from images published by newspapers are very 

exclusive and the sentiment associated with the text extracted from the images 

has a wide heterogeneity. Furthermore, right-hand newspapers show a lower 

sentiment compared with left-hand newspapers. Overall, the results confirm 

that the ideological stance associated with different media outlets is reflected 

also in the images associated with articles and that the integration of Image 

Captioning algorithms and Natural Language Processes is very promising in 

this research area. 

Keywords: Image Analysis; Text Mining; Political Debate; Income Support. 
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1. Introduction 

It has been widely shown that media outlets have their own ideological stance, which implies 

a bias in the spreading of news, such as how the topic is covered and how it is presented and 

discussed (Le Moglie, Turati, 2019; Gentzkow, Shapiro, 2010, Mullainathan, Shleifer, 2005). 

The heterogeneity in the media's ideological stance has a crucial role in the quality of a 

democracy. Still, it has also been shown that, since profits are driven by the number of readers 

or viewers, the supply and the discussion of some news could be caused by users’ 

preferences, leading to the reduction in the supply of information more relevant for the 

accountability of the political system and less attractive for the public (Ho, Liu, 2015, Sen, 

Yildirim, 2015). 

In this paper, we are interested in understanding to what extent different newspapers have 

different kinds of images associated with articles on the same topic. We investigate this 

research question by considering a topic that generated a strong debate in Italian public 

opinion: an Income Support Policy called ‘Reddito di cittadinanza’ (RdC). We build a new 

original database containing all the images associated with articles about ‘Reddito di 

cittadinanza’ published by all the Italian national-wide newspapers. There is a specific reason 

why we expect heterogeneity in the images associated with the articles: the debate on the 

RdC has been characterized by a high degree of politicization. In the 2022 Italian electoral 

campaign, the RdC was one of the main characters with the programs of the various parties 

proposing different actions on the policy. The Five Stars Movement (M5S) wanted to 

strengthen the current system, the Democratic Party (PD) and the Third Pole propose relevant 

reforms while the unitary program of the Centre-right plans propose to replace the RdC with 

alternative measures of social inclusion. 

Preliminary results show that the ideological stance associated with different media outlets 

is reflected also in the images associated with articles and that the integration of Image 

Captioning algorithms and Natural Language Processes is very promising in these analyses. 

Different newspapers have images containing different objects, and the sentiment associated 

with the text extracted from the images has a wide heterogeneity, in particular, right-hand 

newspapers show a lower sentiment compared with left-hand newspapers. 

2. Data and method 

2.1. Data 

To create the corpus for analysis, we developed a Python web scraper. Our objective was to 

search and download all images related to the query "reddito di cittadinanza" from Google, 

while targeting specific newspapers adding to the query the name between quotation marks 

to get more precise results. We decided to gather images from Google for a maximum of 300 
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images per newspaper. We limited the collection to a maximum of 300 images per 

newspaper, as we observed that beyond this threshold, the relevance to our research 

decreased. From Google, we retrieved both the images and the website that uploaded them, 

and we ensured that an image is associated with a unique link to the respective article.  

Then, we filtered out any images that did not originate from the selected newspapers' 

websites. Finally, our sample includes 474 images from 9 different newspapers and are 

distributed as follows in Table 1: 

Table 1. Image distribution for each newspaper 

Newspaper Number of images 

Il Mattino 66 

La Repubblica 91 

La Stampa 20 

Il fatto quotidiano 90 

Il Corriere della Sera 79 

Il Messaggero 71 

Il Sole 24 Ore 31 

Libero 20 

Tuttosport 6 

 

2.2. Methodology 

Image Captioning aims to briefly describe an image to assign it a caption. We use an 

algorithm developed in this subfield extending the captions generated to have a more 

complete description of the images studied.  

Researchers created Image Captioning algorithms through the combination of state-of-the-

art algorithms in two main fields of AI: Computer Vision and Natural Language Processing 

(NLP). Computer vision algorithms are used to recognize the entities in an image while NLP 

algorithms are used to generate the description of it.  

The algorithm that we propose is the Bootstrapping Language-Image Pre-training for Unified 

Vision-Language Understanding and Generation (BLIP) (Li, Li, Xiong, & Hoi, 2022). This 

model is based on two pre-trained transformers: the image transformer initialized from ViT 

pre-trained on ImageNet (Dosovitskiy et al., 2020), and the text transformer initialized from 

BERT base (Devlin, Chang, Lee, & Toutanova, 2018). Moreover, at the core of BLIP there 

is a multi-task pre-training and flexible transfer learning architecture called Multimodal 
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mixture of Encoder-Decoder (MED). MED works pre-training at the same time three 

different vision-language objectives: image-text contrastive learning, image-text matching, 

and image-conditioned language modeling. Finally, MED is finetuned with Captioning and 

Filtering: a new dataset bootstrapping method in which a captioner produces synthetic 

captions given web images, and a filter removes noisy captions from both the original web 

texts and the synthetic texts. 

The model provides the flexibility to set various parameters, including the number of beams 

used for the beam search, the option to use nucleus sampling, and the minimum and the 

maximum number of characters generated for each caption. Nucleus sampling and beam 

search are two types of algorithms that allow the model to generate the caption words. While 

the beam search generates the most probable sequence of tokens, nucleus sampling has a 

different approach. It generates a subset of tokens where the sum of their probabilities is 

greater than a predetermined value. For this pilot study, we generate 20 captions for each 

image, one using beam search and 19 using the nucleus sampling. Additionally, we set the 

minimum number of words to 10 and the maximum to 20.  

Thus, we proceed with the image captions analysis, which will involve unsupervised text 

mining and statistical analysis of captions to extract information, as well as sentiment analysis 

to detect the semantic orientation of the content. The different captions of each image will be 

aggregate/paste into one big text and will be represented by the term document matrix 

(TDM). This representation allows the data to be analyzed with vector and matrix algebra, 

effectively moving from text to numbers.  In the TDM the rows correspond to the terms in 

the caption, columns correspond to the newspapers and cells correspond to the frequency of 

the terms. Not all terms are equally informative for text analysis (Welbers et al., 2017).  One 

of the first things to remove very common terms is the use of “stopword” lists, but it is not 

sufficient there may be still other common words, and this will be different between corpora. 

For that, an additional approach is to assign them variable weights. A popular weighting 

scheme is the term frequency-inverse document frequency (TF-IDF), which uses information 

about the distribution of terms in the corpus to estimate how exclusive the association is 

between a word and a document (Hidalgo and Hausmann, 2008; 2009). In detail, TF 

measures the term-frequency that is the times that a term occurs in the given document and 

IDF indicates how common and rare that term is across all documents.  Formally: 

(1) 𝐼𝐷𝐹(𝑡𝑒𝑟𝑚) = 𝑙𝑛 (
𝑛𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠

𝑛𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠 𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑖𝑛𝑔 𝑡𝑒𝑟𝑚

)   

A high TF-IDF value indicates that the term is important to the given document and possibly 

represents key information o that document. 

For sentiment analysis of the text coming from the captions, we will use the "syuzhet" 

package (Jockers, 2017) in R which allows the calculations of polarity scores of a collection 
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of documents by using different internal dictionaries. We will focus on the "nrc" dictionary 

developed by Turney and Mohammad (2010). The words in the dictionary are classified into 

multiple labels corresponding to positive, negative, anger, anticipation, disgust, fear, joy, 

sadness, surprise and trust. The algorithm after the comparison between the words in the text 

with the words in the dictionary counts them and returns a data frame in which each row 

represents the captions. The columns include one for each emotion type as well as the positive 

or negative sentiment valence. The score obtained in each cell is divided by the total number 

of words in each caption. In this way, each image will correspond to a text and the text will 

associate with emotions. 

3. Preliminary results 

3.1. Discussion 

Figure 1 reflects the TF-IDF of the terms characterizing each newspaper. The right-hand 

newspaper like "Libero" focuses on "wallet" and "euro"; "La Repubblica" e "Il Mattino" are 

the most similar and both focuse on "card" and "credit". "La Stampa" and "Il corriere della 

sera" report image of the police, while "Il fatto quotidiano" rappresents the "people".  The 

image from "Il Sole 24 Ore," which is an economic-centric journal, appears to be depicting 

images that are more closely related to politicians. However, these images may not be 

informative in our analysis, as the model often struggles to recognize the individuals 

depicted. Similarly, "Tuttosport," a sports newspaper, is characterized primarily by sports-

related images, which are not relevant to our research. Therefore, these last two newspapers 

will not be included in the subsequent sentiment analysis as they are unrelated to the RDC 

issue as demonstrated by TF-IDF. 
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Figure 1. TF-IDF by newspaper 

The results obtained from the sentiment analysis are shown in Figure 2 and in Figure 3. Figure 

2 shows the percentage of words associated with eight different emotions (anger, anticipation, 

disgust, fear, joy, sadness, surprise, trust) plus negative and positive general sentiments. The 

emotions are distributed on the x-axis from the most negative (anger) to the most positive 

(trust). It is evident from Figure 2 that the emotion “trust” has the longest bar indicating that 

words associated with this emotion constitute about 20% of all the meaningful words in this 

text. On the other hand, the emotion of “disgust” shows that words associated with this 

negative emotion represent about 2% of all the meaningful words in this text. In general, the 

sentiment is more positive than negative. The specific sentiment related to each newspaper 

is shown in Figure 3. 
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Figure 2. Percentage of words in the text associated with each emotion 

 

 

Figure 3. Presence of emotions in each newspaper 

Figure 4 shows how the sentiment of each newspaper differs from the average sentiment. The 

sentiment relating to "Il Fatto Quotidiano" differs positively from the general sentiment 

average. The lowest sentiments are associated with images in "Il Mattino" and "Libero". 
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 Figure 4. Deviation of the sentiment associated with each newspaper from the average sentiment 

In summary, the results confirm that the ideological stance associated with different media 

outlets is reflected also in the images associated with articles, and in particular the right-hand 

newspapers show a lower sentiment compared with left-hand newspapers.   

 

3.2. Limitation and Future research 

Despite the good results, there are some limitations to this work that surely affect our results. 

The first limitation is not the best quality of the images. This surely prevents sometimes the 

ability of the BLIP model to spot all the objects in an image to fully describe it. Another 

limitation this time is on the language generation part. The model comes already with pre-

acquired knowledge that is built in English. Thus, it has difficulties to interpret the image and 

the context of the topic that we are trying to analyze. Another bias in our methodology stems 

from the missing data in the information retrieved. Indeed, the images described could bring 

interesting information to the topic study.  

Building from these limitations, there are two main improvements possible to improve the 

results of our work. The first is to create a pre-trained model that is trained on the subject. 

This will allow the model to understand the story and the subject involved easing the 

interpretations. The second improvement possible is to add the date of the image published 

online to analyze the event that is connected to the different images published by the 

examined journals. 
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Abstract 

Over last 30 years, periodic country analyses elaborated by FEWS NET 

(Famine Early Warning Systems Network of the United States Agency for 

International Development) enabled creation of a unique source of knowledge 

comprising consistent reporting in over two dozen countries. This paper 

proposes to systematically assess documentation from historical perspective to 

provide comprehensive overview of food insecurity in FEWS NET covered 

countries. We propose an integrated machine learning approach to 

systematically analyse available documentation and generate knowledge. In 

particular text mining algorithms have been implemented to analyse reports: 

automated retrieval of high-quality information from text, by finding patterns 

and trends through machine learning, statistics and linguistics. This enables 

analysis of large amounts of unstructured text to derive insights. Results show 

that there is a wide heterogeneity in what is relevant, and in what reports focus 

on at the territorial level. Many country-level topics are persistent over time 

with some interesting exception, as Guatemala, Malawi, Niger, and Somalia 

with more instability. Overall, the evidence show that advances in machine 

learning and Big Data research offer great potential for international 

development agencies to leverage the vast information generated from reports 

to gain new insights, providing analytics that can improve decision-making. 

Keywords: Food insecurity; Early Warning Systems; Text Mining. 
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Food insecurity trends in the Famine Early Warning Systems Network 

 

 

1. Introduction 

The Famine Early Warning Systems Network (FEWS NET) is a leading provider of early 

warning and analysis on acute food insecurity around the world. Created in 1985 by the 

United States Agency for International Development (USAID) in response to devastating 

famines in East and West Africa, FEWS NET provides evidence-based analysis to 

governments and relief agencies who plan for and respond to humanitarian crises. FEWS 

NET analyses support resilience and development programming as well. FEWS NET 

analysts and specialists work with scientists, government ministries, international agencies, 

and NGOs to track and publicly report on conditions in the world’s most food-insecure 

countries.  

The FEWS NET reporting includes: 

• Monthly reports and maps detailing current and projected food insecurity 

• Alerts on emerging or likely crises 

• Special reports on factors that contribute to or mitigate food insecurity, including 

weather and climate, markets and trade, agricultural production, conflict, 

livelihoods, nutrition, and humanitarian assistance 

• Access to data, learning, and analysis of the underlying dynamics of recurrent and 

chronic food insecurity and poor nutritional outcomes, to improve early warning 

and better inform response and program design 

Over last 30 years, periodic country analyses elaborated by FEWS NET enabled creation of 

a unique source of knowledge comprising consistent reporting in over two dozen countries 

(Figure 1). Longitudinal breadth of knowledge has potential to provide information and 

insights into long-term trends regarding shocks over time, coping capacity, and livelihoods. 

However, time and resource constraints and focus on current humanitarian assistance mean 

such outputs underutilized as sources of evidence.  

This paper proposes to systematically assess documentation from historical perspective to 

provide comprehensive overview of food insecurity in FEWS NET covered countries. The 

insights can also support current operations by providing another evidence-base from which 

to carry out analyses. 

Extracting knowledge from extensive text-based sources poses several challenges (Garbero 

et al. 2021). Conventional approaches such as manual coding or keyword searches time and 

resource intensive (Carneiro et al. 2022). This is the reason why we propose a text mining 

approach: automated retrieval of high-quality information from text, by finding patterns and 

trends through machine learning, statistics and linguistics (Resce, Maynard, 2018). This 

enables analysis of large amounts of unstructured text to derive insights. Our proposal is an 
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integrated machine learning approach to systematically analyse available documentation and 

generate knowledge. 

 

Figure 1 FEWS NET Reports Timeline 

The research questions of the present analysis are the following: 

• What historical trends (or anomalies) can be identified regarding the prevalence of 

various dimensions from the FEWS NET framework for acute food insecurity (i.e. 

reported hazards/shocks and outcome/impacts, particularly focused on indicators 

related to infectious diseases, agroclimatology, markets, and conflict)?  

• How do trends compare by region and type of hazard/shock? 

• How are the dynamics, such as the interactions within and between the different 

dimensions, represented? How do these representations transform in time and 

space? 

2. Material and methods 

We start systematizing the 5217 total Documents available in FEWS NET (1017 Food 

Security Outlook; 2923 Food Security Outlook Update; and 1276). For each report in 

machine readable PDF format, relevant sections were extracted into spreadsheet with section 

headers and column title. We only focus on the section National overview, which contains 

the description of the present situation of the country the report is referring to. 
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The corpus of analysis was prepared using functions from the R package “tm” (Feinerer, 

Hornik, 2018; Feinerer et al. 2008): punctuation, stop words (i.e. in English, words like “the”, 

“is”, “of”, etc), and numbers were removed from the corpus. The words were then converted 

to lowercase and stemmed. The most common formats for representing a corpus of texts (i.e., 

a collection of texts) in a bag-of-words format is Term Document Matrix (TDM). A TDM is 

a matrix in which rows are terms, columns are document/report, and cells indicate how often 

each term has occurred in each document/report. The advantage of this representation is that 

it allows you to analyse data with vector and matrix algebra, effectively moving from text to 

numbers. In the TDM the frequently occurring terms are assigned a higher score than the 

rarely occurring terms.  Starting from TDF with the number of occurrences it is possible to 

quantify what a document is about. The TF-IDF score is another useful metric used to 

populate the TDM. One measure of a word’s importance is its term frequency (TF), which 

counts a word’s occurrence in a document. Another approach is to look at a term’s inverse 

document frequency (IDF), which decreases the weight of commonly used words and 

increases the weight of words that do not appear frequently in a collection of documents. The 

two can be combined to calculate a term’s TF-IDF (the two quantities multiplied together), 

which measures the frequency of a term adjusted for how rarely it is used (Silge, Robinson, 

2017). Formally: 

(1) 𝐼𝐷𝐹(𝑡𝑒𝑟𝑚) = 𝑙𝑛 (
𝑛𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠

𝑛𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠 𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑖𝑛𝑔 𝑡𝑒𝑟𝑚

)   

 In our case, the TF-IDF combines frequency, i.e., how many times a word is associated to a 

document, and the inverse of ubiquity, i.e., how exclusive the association is between a word 

and a document (Hidalgo and Hausmann, 2008; 2009). To this regard, it is worth stressing 

that more ubiquitous words are more likely to have less informative power than exclusive 

words. 

From the TDM perform correlation analysis to understand to what extent does the usage of a 

topic change (increase or decrease) in relation to the usage of the same topic in a previous 

text. A correlation analysis aims to determine the extent to which there is a relationship, or 

linear dependence, between two sets of points (Jockers, 2014). The correlation is a measure 

of the strength of the linear dependence between the word frequency in one report and the 

word star frequency in another report. This result, called the Pearson moment-product 

absorbing coefficient, is expressed as a number between -1 and +1. A negative coefficient 

one (-1) negative represents a perfect negative; if the correlation between the reports is -1, 

then we would know that the higher frequency of a word in one report corresponds 

proportionally to the lower frequency of the same word in the other report. This means that 

something changes in the report A positive one (+1) represents a perfect positive correlation 

(when one variable goes up and down, the other variable does so ideally).  
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3. Results and Conclusions 

Figures 2, 3, 4, and 5 show the TF-IDF word-cloud by countries, the shape of the clouds 

reflects the map of the country. The figures are organised by Regions: Figure 2 is East Africa, 

Figure 3 is Southern Africa, Figure 4 is West Africa, and Figure 5 is MENA & LAM. 

 

Figure 2 TF-IDF by country (East Africa) 

 

 

Figure 3 TF-IDF by country (Southern Africa) 
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Figure 3 TF-IDF by country (West Africa) 

 

Figure 4 TF-IDF by country (MENA & LAM) 

Overall, Figures 2-5 show that there are specific terms associated to each country, meaning 

that there is a wide heterogeneity in what is relevant, and in what reports focus on at the 

territorial level. Figure 6 shows the average year correlation for a subset of countries having 

reports in almost all years. The correlation is estimated between a report and the previous 

report for the same country. We report year average to clean up the analysis for the 

seasonality that is intrinsic in many events. Figure 6 shows that the correlation is quite high 

in almost every country, meaning that country-level topics are persistent over time, but there 

are some interesting exception, such as Guatemala, which shows a flat low correlation. Other 

countries show a non linear trend, suggesting an internal instability, they are: Malawi, Niger, 

and Somalia. 

Overall, the preliminary evidence show that advances in machine learning and Big Data 

research offer great potential for international development agencies to leverage the vast 

information generated from reports to gain new insights, providing analytics that can improve 

decision-making.  
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Figure 5 Annual trend of correlation with previous report for a subset of representative Country 
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0-shot text classification for web-based environmental indicators: 

Pilot study on B-Corp data  
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Beaudry1  
1Polytechnique Montréal, Canada 

Abstract 

This paper proposes a tool that uses web-based information to generate a 

proxy for the environmental culture indicator developed by B-Lab. The tool is 

based on recent advances in Natural Language Processing (NLP), such as 

pre-trained language models like BART that better capture the semantic 

facets of natural language. The algorithm and data provide several 

advantages, including real-time analysis, minimal building cost, granularity, 

and a large sample size, making it appealing. The Zero-shot text 

classification task is used to create an indicator of companies' environmental 

culture, which was chosen due to the urgency created by recent climatic 

events, pushing for increased environmental protection and sustainability 

culture promotion. The tool was tested on the B-CORP dataset, which 

provides scores on environmental performance. Results indicate that scores 

for certain environmental topics generated by the tool are correlated with B-

Lab's environmental indicator. This research open door to the possibility of 

predicting the environmental readiness of the companies base on web-based 

indicators. 

Keywords: Natural Language Processing, Zero-shot text classification, 

Sustainable Innovation  
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1. Introduction 

Governments acknowledge that innovation is a critical driver of economic growth, and 

thus, they allocate funds to support companies' research and development (R&D) projects. 

If the government can allocate these funds efficiently, it can lead to accelerated economic 

development. Typically, policy makers and governments rely on administrative data and 

questionnaire-based surveys to assess the quantitative impact of these R&D investments. 

While these sources of information may serve their intended purpose, they often have 

significant limitations. For instance, connecting particular policy instruments to alterations 

in firm performance, as assessed by administrative data, poses a challenge. Furthermore, 

surveys reliant on questionnaires (particularly those on a large-scale, such as the biennial 

European CIS or the annual MIP) are inadequate in terms of regional granularity, scope, 

timeliness, and conducting such surveys incurs significant costs. (Axenbeck and Breithaupt 

2021). Due to all these factors, conventional indicators of innovation seldom offer a 

comprehensive view of the effects of policy combinations (Kinne and Lenz 2021). 

Alternative or complementary to these sources are web-based unstructured textual data. 

Among their advantages, the rapidity of their evolution, their increasing quantity, variety, 

and availability opened new possibilities for policy makers and researchers (Gök, 

Waterworth, and Shapira 2015). As policy makers now turn their attention to adaptation to 

climate change, mitigation of its effect, and generally a better socio-environmental impact 

of their policies, sustainable innovation is perceived as a key solution.  

This paper proposes a method that employs web-based information to create an 

environmental culture indicator proxy of the real environmental culture indicator developed 

by B-Lab. Indeed, the environmental impact of the companies plays a crucial role in the 

triple bottom line framework established by John Elkington in the 1990s, which highlight 

the equal importance of social, environment and economics goals to pursue sustainable 

innovation. Moreover, the main part of the external communication of companies relies on 

their websites. Assuming that corporate websites are written with the intention of 

highlighting the ‘best’ qualities of the firm, our intuition is that there will be a correalation 

between the web-based environmental culture indicator and the real environmental culture 

indicator developed by B-Lab. 

2. Data and Methodology 

2.1. Data 

To create and test the tool we use two types of data:  

1. The full-text of the companies’ websites that are B-Corp certified.  

2. The B-Corp data.  
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B-Lab publicly releases the dataset with all the companies certified and the scores received. 

The scores include one main indicator, “overall score”, which is an aggregation of five 

other indicators evaluating specific dimensions: governance, customers, workers, 

community, and environment. These dimensions are in turn divided into several items. In 

this paper, we focus solely on the B-Corp indicator concerning the “impact area 

environment” and as this is a pilot study we use only a subset of the B-Corp data limited to 

the Canadian and American companies. To create a corpus for each company, we identified 

URLs from the B-Corp data and downloaded text only from their homepages using the 

Wayback Machine. We used the Wayback Machine to download the pages as it was crucial 

to retrieve websites close to the certification date. We found 1741 company websites using 

the Wayback Machine. Next, we filtered the websites, choosing only English webpages and 

the most recent audit. Since a company can be certified more than once, we removed 

duplicates. Thus, the final sample has a total of 1110 firms, with 82% of companies from 

the US and 18% from Canada. 

2.2. Methodology  

Once the data has been prepared, the first step of the analysis consists in understanding the 

text of the corporate websites. Instead of counting specific keywords about predetermined 

topics, like most of the literature in social science, we use the Zero-shot text classification 

method which is a Natural language processing (NLP) task that is designed to answer the 

question: “Is this text about label X?” The answer to this question is an indicator of the 

confidence that the given text is about label X. The labels that we used for the purpose are 

the names of the items that compose the B-Corp environmental certification. Using the 

NLP model BART with the ZSTC, we aim to extrapolate the importance of a label. Then, 

our second task is simply calculating the Pearson correlations to measure which different 

items, among the ones included by B-Lab to evaluate the environmental impact 

certification, detected by BART in the text of the corporate websites are good proxies for 

the environmental score obtained by these firms. 

The core of the tool is the Natural Language Processing (NLP) model “Bidirectional and 

Auto-Regressive Transformers” (BART)(Lewis et al. 2019), a transformed-based deep 

learning model for NLP developed by Facebook AI combining the most important 

characteristics of BERT and GPT. BART was pre-trained on English Wikipedia and 

BooksCorpus, using a two steps process: first, the text is changed by adding a noise factor 

(e.g., changing the words randomly), then, the model learns to reconstruct the original text. 

This new approach allowed BART to reach state-of-the-art performances in several NLP 

challenges.  

We build the tool using BART on the Zero-shot text classification (ZSTC) task. ZSTC is a 

challenging task on the realms of the Natural Language Understanding problems, which 
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require the use of syntactic and semantic analysis to comprehend the actual meaning and 

sentiment of human language. More specifically, ZSTC refers to a task where the model 

classifies text into classes that were not present in the training corpus. 

Performing the ZSTC requires choosing the labels and the corpus. Since we want to create 

a web-based environmental culture indicator, we use as labels the items that compose the 

‘impact area environment’ index in B-Corp data (Table 1). After trying several settings, we 

decided to split each website into groups of 3 sentences to create our corpus. Indeed, we 

notice that the ZSTC performs better when the input is a text longer than a single sentence 

and smaller than the full website. Therefore, for each website, we perform the ZSTC on 

each group of sentences. It is important to highlight that the ZSTC produces a score among 

the several classes using cosine similarity metrics computation between the word-

embedding vectors created by BART representing the label and the word embedding 

representation of the target corpus. The score is in a range from 0 to 1 and can be the same 

for more than one label. Then, to prepare the results for the Pearson correlation test, we take 

the average scores of each label for each website. In this way, for each website, we have the 

averaged results of the ZSTC for all the labels in Table 1 and the B-Corp data. 

Table 1: Labels used in the Zero-shot text classification 

Source: https://data.world/blab/b-corp-impact-data/workspace/data-dictionary(2023) 

3. Results 

3.1. Zero-shot text classification  

Table 2 shows a sample of the ZSTC results, which range from 0 to 1, representing the 

average score of each label for all the 1110 websites. Considering the mean score, 

“designed to conserve wholesale process”, “inputs” and “safety” are the labels with the 

• Air climate 

• Certification 

• Community 

• Construction practices 

• Designed to conserve 

agriculture process 

• Designed to conserve 

manufacturing process 

• Designed to conserve 

wholesale process 

• Energy water efficiency 

• Environment products 

services introduction 

• land office plant 

• Environmental education 

information 

• Environmental 

management 

• Environmentally 

innovative agricultural 

process 

• Environmentally 

innovative manufacturing 

process 

• Environmentally 

innovative wholesal process 

• green investing 

• green lending 

• inputs 

• land life 

• landwildlife 

conservation 

• material energy use 

• materials codes 

• outputs 

• renewable energy 

• cleaner burning energy 

• resource conservation 

• safety 

• toxin reduction 

remediation 

• training collaboration 

• transportation 

distribution suppliers 

• water 
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higher average. In other words, in the full text of the website, on average there are more 

groups of sentences that, according to the model, refer to these labels. All labels have a 

minimum score of around 0, but the maximum values are not uniform. 17 out of the 31 

labels have a maximum score over 0.90, meaning that at least once, each label is 

predominant on a website according to the model. On the other hand, the labels "clear 

burning energy," "green lending," "community," "designed to conserve manufacturing 

process," and "land wildlife conservation" have the lowest maximum value in the table, 

with the last label having a maximum score of less than 0.5. This suggests that our sample 

does not generally include websites where the "land wildlife conservation" label is more 

prominent than the other labels. Additionally, "land wildlife conservation," 

"environmentally innovative manufacturing process," and "green investing" have low 

average scores, indicating that the model rarely finds groups of sentences that correspond to 

these labels.  

Generally, the minimum score value is closer to the mean than the maximum value, except 

for the scores of the labels "designed to conserve wholesale process" and "inputs." This 

suggests that while the other labels are frequently found on websites with low scores or not 

found at all, the model only considers the "designed to conserve wholesale process" and 

"inputs" labels when their scores are significantly higher than the others. Additionally, the 

scores in the table do not follow a normal distribution, as evidenced by the mean and 

median being unequal and the third quartile being closer to the minimum value, indicating 

possible outliers. 

 

Table 2: Sample of ZSTC results averaged for all the companies 

Labels mean std min 25% 50% 75% max 

inputs 0.435 0.107 0.020 0.375 0.445 0.505 0.793 

outputs 0.103 0.104 0.000 0.046 0.076 0.127 0.969 

green investing 0.073 0.065 0.000 0.033 0.060 0.095 0.945 

water 0.223 0.115 0.001 0.143 0.211 0.289 0.861 

training collaboration 0.153 0.106 0.001 0.079 0.135 0.207 0.754 

 

3.2. Correlation results 

Table 3 shows the Pearson correlation results between each web-based environmental 

indicator and environmental indicator of B-Corp. As aforementioned, we ensure the 

normality of all the variables transforming them and testing skewness and kurtosis.  
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Table 3: Pearson Correlation results 

Labels r p_value 

Green investing** 0.497 0.000 

Resource conservation** 0.472 0.000 

Environmentally innovative wholesale process** 0.467 0.000 

Green lending** 0.430 0.000 

Environmental management** 0.390 0.000 

Designed to conserve wholesale process** 0.356 0.000 

Designed to conserve agriculture process** 0.349 0.000 

Environmental education information** 0.320 0.000 

Environmentally innovative manufacturing process*** 0.297 0.000 

Materials codes** 0.284 0.000 

Designed to conserve manufacturing process** 0.283 0.000 

Environment products services introduction** 0.266 0.000 

Certification** 0.248 0.000 

Environmentally innovative agricultural process*** 0.215 0.000 

Material energy use** 0.214 0.000 

Outputs** 0.161 0.000 

Land life** 0.108 0.000 

Community* 0.081 0.007 

Cleaner burning energy*** 0.052 0.086 

Renewable energy*** 0.039 0.199 

Inputs* 0.007 0.812 

Air climate** -0.003 0.922 

Water*** -0.022 0.460 

Safety** -0.024 0.433 

Land office plant** -0.036 0.233 

Toxin reduction remediation** -0.067 0.025 

Construction practices** -0.079 0.008 

Transportation distribution suppliers*** -0.080 0.008 

Energy water efficiency** -0.098 0.001 

Training collaboration** -0.161 0.000 

Land wildlife conservation** -0.220 0.000 

Notes:  The labels with * are transformed with the formula ln((label)+1)  

The labesl with ** are transformed with the formula ln((label *10)+1)  

The labels with *** are transformed with the formula ln((label *100)+1) 

 

To ease the interpretation of the results we divide Table 3 in 3 parts. The lower box of the 

table contains the variables that have either negative or a null correlation with the B-Corp 

variable. Only the last 3 have p-values < 0,005 with the last two presenting p-value<0,001. 

Additionally, the last two labels have a score that is weakly inversely related. The label that 

are not in the two box are the one less important. The variables with a positive correlation 
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have a p-value less than 0.001, and three of them exhibit a correlation close to 0.30. 

However, when the correlation decreases and approaches zero, the p-value becomes 

insignificant. Finally, the most interesting is box on the highest part of Table 2. In this box, 

we find the labels that have the highest correlation with the environmental variable of B-

Corp. They all have a p-value< 0,001 and a correlation higher than 0,30. Among these 

labels, the first four have a correlation higher than 0,4 with green investing that reaches 

almost 50% (0.497).  

4. Conclusion 

The goal of the research is to verify whether the ZSTC task can be used to create 

environmental indicators that are correlated with the real environmental indicators 

developed by B-Lab. Once we perform the ZSTC, we find significant correlations between 

most of the ZSTC scores and the environmental index measured by B-Lab. Specifically, we 

find that the scores of the topics: green investing, environmentally innovative wholesale 

processes, resource conservation, and green lending are the most correlated with the 

"impact area environment" indicator developed by B-Lab. This means that companies with 

a higher score on the environmental indicator created by B-Lab are likely to talk about the 

aforementioned topics.  

Despite the promising results, our research presents three main limits. The first limit is 

inherent to the ZSTC task, which is considered one of the most challenging tasks for NLP 

models (Brown et al. 2020). This approach resembles an unsupervised method, which 

makes it generalizable. However, the model only has access to the label and the text, 

without any examples or further explanations, which forces it to interpret everything by 

itself. This can increase the misinterpretation and ambiguity of the already complicated 

natural language. Although this limit is intrinsic to the methodology, using a different state-

of-the-art model instead of BART could potentially yield better results. It may be worth 

exploring other pre-trained language models such as LLAMA(Touvron et al. 2023) and 

PALM(Chowdhery et al. 2022)  which have shown excellent performance in various NLP 

tasks. These models may have better capabilities to interpret complex natural language and 

reduce misinterpretation and ambiguity. The second limit is related to the labels used. We 

chose the labels directly from the items that B-Lab uses to evaluate the environmental 

culture of a company leaving to the model the interpretation of certain concepts. To 

overcome this limit, we could contact B Lab to obtain more appropriate labels that are 

specifically designed for the purpose of targeting certain environmental topics to reduce 

ambiguity and improve the accuracy of the results. Also, collaborating with domain experts, 

such as environmental scientists or sustainability practitioners, could also provide valuable 

insights for selecting appropriate labels. Finally, the third limit is connected to the 

correlation results. Indeed, the Pearson correlation partially explains the correlation 
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between the items and the environmental indicator. For the third limit, including control 

variables in a regression analysis can provide further insight into the relationship between 

the ZSTC score and the B-Lab variable, thereby enhancing our understanding of the 

observed correlation. Additionally, the regression analysis will allow us to predict the score 

that B-Lab can give to the companies based on their website text. For instance, it could be 

possible to examine companies that sought certification but were unable to obtain it, thus 

distinguishing between greenwashing and genuine green compliance.  
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Abstract 

Many social media frauds related to finance can be summarized under what 

we consider promote-hit-and-run scams. Examples include rug pull scams 

also known as exit scams, pump-and-dump schemes or bogus crypto currency 

trading platforms. For scams of this kind to work they must be publicly 

advertised as lucrative investment opportunities. Social media are key in this 

promotion. Here, fraudsters find platforms to persuade others investing into 

what later turns out to be a scam. Via social network analysis of Twitter 

screen names and their first-level contacts, our work investigates rug pulls. It 

examines social media communication around them with a special focus on 

the deployment of bots. Repeatedly bots have been identified in social media 

campaigns (Orabi et al., 2020). Bot deployment in the context of rug pulls, 

however, has not been studied yet. Our analysis of social data of 27 rug pulls 

reveals for the first time massive bot activity coordinated within and between 

rug pulls mainly targeting established finance news outlets, e.g., Bloomberg, 

Reuters. Among the conclusions of our work is that bot deployment may 

prove an early indicator for rug pulls and other promote-hit-and-run scams.  

Keywords: Bots; social media; rug pull; crypto currencies; fraud; twitter 
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1. Introduction 

Financial fraud in social media comes in various forms (e.g., Mirtaherie et al, 2021 

Nghiemet et al. 2021). Many of them share a similar pattern: fraudsters entice people into 

actions that promise high gains, but which eventually translate into losses to the victims. 

We summarize swindles implemented around this pattern under the category of promote-

hit-and-run scams. Examples include rug pull scams, pump-and-dump schemes or 

enticements to bogus crypto currency trading platforms. Most of them are initiated by 

coordinated social media campaigns on platforms such a Telegram, Reddit or Twitter 

(Orabi et al., 2020; Sharma et al, 2021; Tardelli et al., 2020). The digital traces fraudulent 

campaigning leaves gives us a handle to identify them. The work in this paper investigates 

Twitter activities related to rug pulls (Solidus, 2022, Scharfman, 2023). Rug pulls are 

examples of promote-hit-and-run scams usually connected to crypto currencies whereby the 

developers take the assets of investor and disappear. Negligible before 2020, rug pulls now 

spread at a staggering speed. Platforms like Twitter, Reddit or Telegram are among the 

most popular communication channels for rug pull promotion. The importance of 

communication for the success of rug pulls invites a comparison with other campaigns that 

rely on communication on social media, e.g., pump-and-dump (Mirtaheri et al., 2021) or in 

politics (Murthy et al., 2016). In those and many other areas communication on social 

media is often affected or even orchestrated by bots. To the best of our knowledge, 

however, possible bot involvement of social media communication related to rug pulls has 

not yet been investigated.  

In sum, public communication is indispensable to promote rug pull projects. Details on the 

involvement of bots as an essential element of this type of fraudulent communication are 

largely unknown, however. Against the background of this research gap, the overall 

question addressed in this paper is: Are there social media indicators of bots activity related 

to crypto investments that were later rug pulled? We break this question down into two 

more specific objectives: Firstly, to find out whether and in which way bot activity is 

reflected in historical social data of rug pulls, we compare screen names co-occurrence 

across 27 of them. We secondly identify screen names involving a rug pull and their 

contacts and set up a social network with screen names as vertices and interactions (replies, 

retweets) between them as directed edges. We then examine whether social network metrics 

like in- and out-degree centrality and their relation to bot probability scores (Yang et al, 

2020) allow us to identify the deployment of bots in rug pulls. Our paper is organized as 

follows. The next section looks into recent work on bot activity around finance-related 

topics in social media, which is followed by an outline of the methodology used. Next, the 

studies corresponding to our research objectives are presented. The paper concludes with a 

discussion of our results. 
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2. Related Work 

Social Bots (or simply bots) are automated programs that deceitfully act like humans on 

social media. Though bots are a widespread phenomenon (Orabi et al., 2020, Aljabri et al., 

2023) there are only a few studies on bots in relation to crypto currencies and to their role 

in financial markets in general (Mirtaheri et al., 2021; Schuchard et al 2019; Tardelli et al., 

2020). Of particular interest to our work is the work by Mirtaheri et al., 2021. The authors 

found a large number of Tweets related to crypto currencies generated by bots. Increased 

Twitter bot activity was observed during the time of pump-and-dump frauds. Though 

pump-and-dump schemes share some similarities with the rug pulls, they are not 

necessarily the same. For instance, a rug pull involves completely new tokens. Thus, it can 

be expected that in rug pulls more effort has to be put into the trust building. This can 

hardly work in a short time span and may require a strong visibility on social media. It 

cannot be ruled out that various types of bots are deployed to achieve these goals. Examples 

include the follower-bots that increase the sheer number of accounts following another 

account or commenting bots that post comments.  

3. Method 

Data on the rug pulls studied was made available by Stockpulse’s archive of historical and 

current social media messages.1 It covers historical and current social media 

communication analytics for, e.g., Twitter, Telegram, Reddit, Discord over up to 12 years. 

From Stockpulse’s archive, Tweet data on each of the following 27 rug pulls was analyzed: 

Africrypt, AnubisDAO, Baby Musk Coin, BabyEth, BankSocial, Billionaire Dogs, BitConnect, CryptoZoo, 

DeFi100, Dink Doink, EthereumMax,Freeway Token,Green Satoshi, Kronos DAO, MILF Token, Mango Token, 

RapDoge, SafeMoon V1, Snowdog DAO, Snowflake DeFi, SolFire, Squid Game, StableMagnet, TeddyDoge, 

Terra Classic, Thodex, Yummy Token 

For our studies we selected medium to large rug pulls executed between Feb 15, 2016 – Feb 

6, 2023. The time of the communication sourced was essential to increase the likelihood of 

catching bot activity. Therefore, we collected Tweets exchanged after the introduction of 

the coin to the public associated with each rug pull examined, but before its public exposure 

                                                           
1 Stockpulse is a data analytics company based in Bonn (Germany) offering advanced AI-driven data 

and signals for financial institutions and regulators. 
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as a scam via an authoritative source that flagged up the fraud.2 The data-collection is 

broken down into two steps: 

Step 1. Using the interval-based method described above we sourced messages referring to 

one of the 27 rug pulls and preprocessed them into key variables including screen name and 

time. This resulted in 27 seed lists of screen names, which is just a list of Twitter addresses 

of account connected to a rug pull. The 27 seed lists ranged between 23 (Snowdog DAO) 

and 200,566 (Squid Game) unique screen names. 

Step 2. For each screen name of the 27 seed lists, a list of its friends (contacts) was sourced 

with 2 screen names (source, target) per data row. Again, 27 lists resulted. In contrast to the 

seed lists of step 1, the contact lists qualify as relational data as it reflects communication 

links between source-target pairs of screen names. 

4. Studies and Results 

Study 1 proceeds on the assumption that Twitter screen names overlap across otherwise 

unrelated rug pulls suggesting that the same group of bots are being deployed across 

different rug pulls. To examine screen name overlap we considered all 3513 pairwise 

intersections of screen names that could be generated from the 27 rug pulls studied.  

 

Figure 1.    Screen Name Co-Occurrence across Rug Pulls 

Fig. 1 visualizes screen name co-occurrence between different rug pulls. It highlights that in 

a number of rug pulls the same screen names occur. Differences in thickness of the bended 

                                                           
2
 Authoritative sources include government agencies, private or public regulating bodies, established 

news outlets or companies focused on crypto security or trade surveillance. 

3 (27*27-27) / 2 = 351 
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connecting lines expresses that rug pulls are affected to a different extent by screen name 

co-occurrence. Squid Game, Bitconnect, and Terra Classic stand out here. They are rug 

pulls that show high co-occurrence values in pairwise rug pull comparisons (thickness of 

bended connecting lines). They also come with the highest number of co-occurrences with 

other rug pulls (number of bended connecting lines). 

    

Figure 2.   Screen Name Co-Occurrence across Rug Pull and Coins of a Control Group 

Fig. 2 shows the screen name overlap across 27 rug pulls and across 27 coins of a control 

group. The figure plots on the x-axis all pairs of coins against the relative frequency of the 

screen name co-occurrence found for each of them. The resulting negative exponential 

distribution (solid line) reveals that rug pull coins share up to 66% of screen names (and 

possibly participants) with each other. At the same time, the long tail of the distribution 

suggests that many rug-pulls seem to be largely disjoint in terms of screen name overlap. 

The dashed line shows the comparison values of a control group of crypto currencies4. 

Here, the screen name co-occurrence ranges between 0.09% and 26%. Testing the 

differences between both distributions with a two-sample Kolmogorov-Smirnov test 

revealed a significant difference (D=.160, p<0.001). Clearly, high proportions of identical 

screen names showing up in pairwise comparisons of rug pulls is suspicious. But in itself it 

is not hard evidence for bot activity. The results of study 1 alone cannot rule out alternative 

                                                           
4
 The control group of coins was made up of the top 27 coins found on coinmarketcap.com on Feb 10, 2023 

(ADA,APT,ATOM,AVAX,BCH,BUSD,CRO,DAI,DOGE,DOT,ETC,FIL,HBAR,LDO,LEO,LINK,LTC,MATIC,OKB,SHIB,SOL

,TON,TRX,TUSD,UNI,WBTC,XLM,XMR,XRP). The top three coins (BTC, ETH, USDT) were not included as the sheer volume 

of those coins made them unlikely matches for the rug pull coins studied.  
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explanations of the findings, e.g., that humans and not bots have created the screen name 

overlap spotted.  

Study 2: The open questions of study 1 prompted a second study to find out more about 

overlapping screen names leveraging social network analysis (SNA). We examined the 25 

screen names (Twitter accounts) with the highest in-degree and out-degree centrality, 

respectively, found in three largest rug pulls examined.5 In our study, the out-centrality for 

a screen name reflects the number of retweets or replies actively sent. By contrast, the in-

degree centrality is a measure of the number of retweets or replies that a screen received.  

Table 1: Mean Bot Probability of Top 25 Senders and Receivers for 3 Major Rug Pulls  

Rug Pull messages mean p in-centrality mean p out-centrality 

Squid Game 200,566 0.102 0.863 

Terry Classic 36,062 0.296 0.581 

Bitconnect 11,463 0.122 0.901 

Table 1 has results of study 2 that connected centrality scores with bot probabilities. For 

each of the 3 × 2 × 25 screen names we collected its Botometer score, viz., its probability of 

being a bot (Yang et al, 2020). For the 25 nodes with the highest in- and out-degree 

centrality we averaged this score. We found the mean bot probability (Botometer Score) to 

be consistently higher for screen names with high out-degree centrality and vice versa. The 

findings offer answers to the questions that remained open after study 1. They suggest that 

in the networks analyzed the communication is mainly driven by bots and not by humans 

(Fig. 3. left) and that the bots are not non-tweeting follower-bots as they are actively 

targeting popular accounts, e.g., those of influential news outlets (Fig. 3. right).  

                                                           
5
In-degree and out degree centrality are metrics provided by social network analysis. A node in directed graph on which many 

other nodes are pointing has a high in-degree centrality. In social network based on Twitter data such  

a node is a typical receiver. Vice versa, a node in directed graph that points massively onto other nodes has a high  

out-degree centrality. In an actor network based on Twitter data such a node  

is a typical sender.  
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Figure 3. Twitter Screen Names with high out-degree Centrality (left) and with high in-degree Centrality (right) 

5. Discussion 

Bots are strongly involved in rug pulls and our explorative study identified distinctive 

patterns of bot deployment both within a single and also across several rug pulls. 

Furthermore, out work suggests that bot activity is significantly stronger in rug pulls than in 

other crypto currencies. Within one rug pull, we found strong evidence that bots drive the 

communication by the sheer number of messages and their specific targeting. The large 

number of messages sent out was reflected by a high out-degree centrality. Their specificity 

became evident when we looked at the receiving Twitter accounts. Here, we often find 

popular sites, many of them news outlets, e.g., Reuters, CNN or Bloomberg. It is tempting 

to conjecture that bots may repeatedly reply to Tweets of an established site in order to 

build up trust simply by what is known in psychology as a mere-exposure effect (Zajon, 

1968). Bot deployment across rug pulls could be identified via screen name co-occurrence 

identifiable across multiple rug pulls. Together with aforementioned results it suggests that 

often the same bots are being used across rug pulls. This finding raises questions and 

concerns. It obviously reflects professional coordinated efforts to defraud investors possibly 

via bot net services. We did not study the actual effects bots have on humans. But it can be 

reasonably expected that bot activities identified in our studies create a false sense of 

interest in a project, making it difficult for investors to distinguish between genuine interest 

in a project and artificially generated buzz/hype. In our analysis we harnessed historical 

data. Follow up research is required to find out whether bot activity patterns can actually 

predict future rug pulls. Further research is required to study those effects and whether the 

patterns found also characterize other promote-hit-and-run scams.  
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Abstract 

We study online conversations about climate policy by building a novel dataset 

of around 100,000 tweets and tweet threads by climate policy scientists. This 

data is complemented with information about the scientific affiliation and  

production of scientists. We undertake an exploratory analysis of the content 

of tweets by means of Natural Language Processing. In addition, we study the 

relationship between tweet content and academic background. This indicates 

that economists and political scientists are the most active in discussing 

climate policy on Twitter. We further find that the policy instruments receiving 

most attention are cap-and-trade and carbon taxation. 

Keywords: climate policy; carbon price; scientometrics; social media; topic 

modelling. 
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1. Introduction 

Insights and views of scientists nowadays appear not only in academic publications and pop-

ular science but increasingly in social media. This also holds true for the theme of climate 

policy. In this study we examine conversations on Twitter, the most important platform for 

scientists, and match this to data on academic production. Scientists’ presence and influence 

on social media has received considerable attention in recent years. Researchers have many 

incentives to use social media: getting informed or informing others about recent data, find-

ings and publications, staying updated about planned conferences and workshops, debating 

topical issues in political reality or themes in their scientific field, and exchanging ideas with 

journalists, policymakers, environmental NGOs and the general public (Howoldt et al. 2023). 

Many scientists choose Twitter over other social media, which affirms its role as a medium 

for experts, journalists and politicians to meet and engage in public conversation (Della Giu-

sta et al.; Greetham 2021). For these reasons, Twitter has proven to be a good tool for explor-

ing public and élite opinion about relevant phenomena (Bollen et al. 2011). Recent efforts 

have quantified behaviour and characteristics of scholars with social media data, raising op-

portunities for new instruments in scientometrics (Sugimoto et al. 2017a).  

Twitter has been used as a resource to study quantitatively the interaction between scientific 

production and social media uptake and engagement of academics (Howoldt et al. 2023). 

Next to promoting scientific work within the community and popularise it among a broader 

audience, scientists engage and learn from their communities and peers. An emerging litera-

ture is studying scientific sub-communities on Twitter. Côté and Darling (2018) found that 

most Twitter interactions by scientists are directed at other scientists. Della Giusta et al. 

(2021) compare the behaviour and communication of top economists vis-à-vis natural scien-

tists. They find that the communities tend to behave in different ways: while economists 

explain more and engage less, natural scientists care more about communicating with the 

general public. Another study by Khandelwal and Tagat (2021) instead examines the com-

munication of development researchers by combining Twitter and survey data.  Bisbee et al.  

(2022) study the network of political scientists on Twitter with a focus on the United States. 

All these studies show that observing online networks and conversations can help provide 

evidence on knowledge diffusion as well as on different characteristics of scientific commu-

nication (Alperin et al. 2019; Howoldt et al. 2023).  

However, an open challenge to studying scientific interactions on social media is a precise 

identification of accounts belonging to scholars. Recent work (Mongeon et al.  2022) ad-

dresses this gap, making a large-scale dataset of academics available. This allowed connect-

ing academics from a large range of fields to their social media accounts. Researchers have 

employed Twitter data to track public opinion on a variety of climate issues: from polariza-

tion (Jang and Hart 2015) through misinformation (for a review see Treen et al.  2020) to 

social movements (Chen et al. 2022; Thorson and Wang 2020) and COP meetings (e.g. 
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Pearce et al. 2014; Hopke and Hestres 2018; Sanford et al. 2021). Jang and Hart (2015) study 

the polarization in climate change narratives among the general public by employing big data 

from Twitter. Cody et al. (2015) analysed public opinion about climate change, linked to 

events like climate disasters and legislation. Veltri and Atanasova (2017) studied the climate-

change discourse on Twitter, mapping a sophisticated and complex information ecosystem 

around climate change, more nuanced than other studies would suggest. Another study in-

vestigates climate policy debates: Wei et al. (2021) explore the networks of accounts and 

conversations about the European Union’s Emissions Trading System (EU-ETS), finding a 

prominent role of government officials and industry practitioners, and a focus on policies, 

legislations, prices and allocation. 

While many scholars have put great effort in collecting (big) datasets (Effrosynidis et al. 

2022) and studying climate change public opinion on Twitter, other studies have focused on 

specific subsets of users. Vu et al. (2020) studied the networks of climate NGOs on Twitter, 

highlighting the role of climate opinion leaders. They quantify the importance of network 

centrality in opinion leadership and suggest a strong Global North versus South division. 

Almironet al. (2022) study the network of think-tanks with contrarian stances on climate 

change in Europe, and their ties to the United States. Goritz et al. (2022) study the online 

presence in terms of climate policy of International Organizations, also employing Twitter 

data. Walteret al. (2019), instead, focus on scientists and climate change communication us-

ing network analysis on Tweets. They provide fascinating evidence on the varying commu-

nicative strategies of scientists when debating with different types of accounts (journalists, 

politicians, other scientists). 

In this study, we focus the attention on opinions of scientists about climate policies. Earlier, 

Drews et al. (2023) and Savin et al. (2023) conducted an online survey among researchers 

who published on the topic of climate policies in the last five years finding that direct regu-

lation is the most favoured type of instrument in a policy mix, while carbon tax and carbon 

market face more resistance from scientific field like political science, agriculture and sus-

tainability transition. However, this study had a low response rate (less than 5%) and could 

not assure that all disciplines were properly covered. In the present paper we aim to expand 

this earlier work by analysing a much larger sample of scientific experts on climate policy, 

to verify previous conclusions and obtain additional insights about the main differences 

among scientists regarding opinions about climate policy. 

We study the content of tweets using Natural Language Processing (NLP). To our 

knowledge, no study has comprehensively mapped scientific communication on social media 

specifically looking at climate policies. We fill this gap by collecting a large dataset of tweets 

about climate policies written by scientists. We add to two streams of literature: the one stud-

ying scientists’ social media presence, and the other exploring climate discourse on social 

media. Our motivation stems from the importance of understanding scientific communication 
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and consensus as well as potential controversies about climate policies. Understanding expert 

opinions on climate policy may provide additional evidence for the support of decarbonisa-

tion policies (Drews and van den Bergh 2016). Furthermore, we add evidence and nuance by 

linking information about academic characteristics to tweets about climate policies. 

2. Data and method 

To answer the questions posed in the previous section, we build a novel database of Tweets 

around climate policies. We isolate specifically the subset of tweets made by scientists. We 

start by collecting from Tweets from the Twitter Academic API, corresponding to the key-

word search based on Drews et al. (2023). This set of keywords identifies climate policy by 

focusing on a set of known instruments (carbon taxing, cap-and-trade, etc). The resulting 

database comprises 9.2 million tweets from 1.5 million accounts during the period 2007 to 

2022. To assess which accounts belong to scientists, we rely on Mongeon et al. (2022) who 

created an algorithm to match known databases of scientists from all disciplines with Twitter 

accounts. This resulted in an open-access database of around 500,000 scientists matched with 

Twitter account ID’s. In order to complement this information, we reconstruct the full data-

base used in their paper by querying OpenAlex for information about scientists’ main scien-

tific field, affiliation, and academic performance metrics (e.g. number of publications and 

citations). 

We merge the two databases, obtaining information about which tweets belonged to scientists 

in the Twitter database. This indicates they contributed to 4% of total tweets, namely 360,000 

tweets out of 9.2 million tweets in total (i.e. corresponding to the search query). Note that 

this excludes non-English tweets, retweets and replies to other users from the sample. 

Threads are also a popular instrument on Twitter. They are chained tweets to overcome the 

character limit of a single tweet (280 characters). They allow for a more elaborate explanation 

of a scientific idea. Therefore, we include them and treat them as if they were single extended 

tweets. In terms of users, we find around 13,000 unique Twitter accounts belonging to scien-

tists that we can match to the database of Mongeon et al. (2022).    

3. Preliminary results 

3.1 Descriptive statistics 

The resulting dataset, cleaned for non-English tweets and replies, comprises 71620 tweets 

and 8565 threads, resulting in a total of 80185 unique observations, written by 13093 scien-

tists. Table 1 shows the volume and percentage of Tweets by main academic discipline. The 

breakdown of disciplines follows that of OpenAlex which is based on Wikidata ontology (see 

also Mongeon et al. 2022). 
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The table shows that economists tweet relatively much compared to other scientists, account-

ing for a fifth of the total number of tweets. Economists also write relatively many threats.  

Table 1.  Distribution of tweets, accounts and threads by discipline 

Field Tweets  Scientists  Threads  

 volume % number % volume % 

Political science 15792 19.69 2445 18.63 1331 15.54 

Economics 15697 19.58 1323 10.08 2164 25.27 

Biology 15277 19.05 2900 22.10 1367 15.96 

Non classified 8232 10.27 1153 8.79 963 11.24 

Psychology 3405 4.25 681 5.19 528 6.16 

Physics 2912 3.63 467 3.56 469 5.48 

Computer science 2828 3.53 738 5.62 238 2.78 

Business 2709 3.38 468 3.57 222 2.59 

Environmental science 2390 2.98 350 2.67 289 3.37 

Medicine 2358 2.94 729 5.55 160 1.87 

Geology 2250 2.81 329 2.51 177 2.07 

Engineering 1926 2.40 247 1.88 347 4.05 

Geography 1561 1.95 382 2.91 84 0.98 

Philosophy 760 0.95 189 1.44 98 1.14 

Sociology 563 0.70 182 1.39 15 0.18 

Mathematics 529 0.66 142 1.08 54 0.63 

Chemistry 344 0.43 153 1.17 15 0.18 

History 338 0.42 128 0.98 29 0.34 

Art 250 0.31 87 0.66 8 0.09 

Materials science 64 0.08 31 0.24 7 0.08 

 

To explore the content of tweets, we perform a cleaning and pre-processing as is common in 

studies using NLP. In order to further explore the dataset, we analyse the content of tweets. 

We rely on BERT language models based on word embeddings, as proposed by Grootendorst 

(2022). Topic modelling uses word distributions across documents to extract latent topics for  

each document. We estimate a baseline topic model to cluster scientists’ tweets about climate 

policies. Figure 1 shows a semantic map of the topics derived. Each tweet is a dot on the 

map, while the coloured clusters are topics.  Although the total number of topics is 93, the 

figure depicts labels for the top 25 topics in terms of overall volume. Visual inspection indi-

cates a prevalence of two instruments in the debate, namely carbon taxation and cap-and-

trade. Due to a focus on English-only tweets, there is a bias towards national debates in Aus-

tralia, Canada, and the United States. A specific cluster about EU climate policies and the 

EU’s emissions trading system (ETS) appears as well, which is in line with the results pre-

sented by Wei et al. (2021). Fossil fuel subsidies (10) is also a large topic, as is the general 

debate on energy (13). Smaller topics include trade-offs between climate policy and 
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economic growth (15), climate policies for housing and cities (14), and policies linked to 

forests (17). The evidence provided in this paper is still preliminary. Nevertheless, our results 

show that it is possible to identify debates on social media by scientists using large data. In a 

next phase we will connect the novel dataset to information about scientists’ academic char-

acteristics and activities to explore topic heterogeneity. Further analysis could exploit Struc-

tural Topic Models in order to estimate covariates for topic prevalence and formation (e.g., 

in terms of academic field). Content,  sentiment, network and psychometric analyses will 

provide further insights into climate policies communication. 

Figure 1. A semantic map of main topics of tweets by scientists on climate policy. Source: Authors elaboration 
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Abstract 

On March 8, 2018, International Women's Day took place worldwide, which 

brought relevant mobilisations and support in Spain. The feminist movement 

proved strong and demonstrated great vitality in a historic and unprecedented 

mobilisation. That day, many people took to the streets worldwide, and 

massively in Spain, to demand equal rights and opportunities for women and 

men. This mobilisation also took place on social networks. This paper aims to 

analyse the networks and narratives on Twitter around March 8 virtual 

mobilisation in Spain in 2018. This work analyses 557,548 tweets containing 

the hashtags representative of the mobilisation and collected through the API 

rest and API streaming Twitter platforms. The results suggest the presence of 

a strong national and international network of support for the feminist 

movement and a counter-feminist network that does not support the 

mobilisation and also propagates hate speech towards women and the feminist 

movement itself on the Twitter network. 

Keywords: Social Networks; Semantic Networks; Narratives; Hate Speech 

Online; International Women’s Day; Twitter. 
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Abstract 

More and more often, policymakers face complex problems that require 

suitable information obtainable only from the "intelligence of data." This can 

be obtained by analyzing several data sets (many of high dimension) and 

adopting suitable, often "sophisticated," statistical models. Here we deal with 

policies for affordable and quality childcare, essential to balance work and 

family life, increase labor market participation, promote gender equality, and 

fight against fertility decline. Understanding the complex dynamics of 

demand and supply of childcare services is challenging due to the nature of 

the data: high-dimensional, complex, and heterogeneous nationwide. 

Considering the Italian case, this complexity and heterogeneity are partially 

due to the lack of governance at the regional level leading to immediate and 

effective new policies challenging. This paper aims to analyze the 

multidimensional aspect of the supply-demand of childcare services 

combination in the Veneto Italian region using a novel statistical approach 

and an innovative dataset. We apply the regionalization approach (a 

clustering method with spatial constraints) to give an immediate picture of 

childcare services' supply and demand variability. Our empirical findings 

confirm how the Veneto region is described by many "sub-regional models," 

providing a preliminary attempt to demonstrate how socio-demographic 

factors drive these patterns.  

Keywords: clustering; childcare services; supply and demand; social 

services; spatial proximity. 
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Suitable statistical approaches for novel policies: spatial clusters of childcare’s services 

1. Introduction

In recent years, there has been an increased focus on analyzing the social impact of 

childcare services. In Italy, such services were established in 1971 as a "social service in 

the public interest," while in the late 1990s, additional early childhood services were 

introduced in Italy. These services were established as social benefits whose primary 

purpose was to support early childhood and parents, especially women, to care for their 

children and participate in the labor market. There is a vast literature regarding the effects 

of childcare services policies on female labor market participation (Landivar et al., 2021, 

Borghorst et al. 2021), fertility (Del Boca et al., 2002),  and cognitive child improvements 

(Brilli et al., 2016). Therefore, understanding the status of childcare services in the territory 

as well as the socio-demographic characteristic of the population (Plantega et al., 2009) is 

essential to support policymakers in ideating and applying immediate and effective policies. 

Unfortunately, Italy is characterized by a low child coverage rate (i.e.,  the number of 

places available in the childcare structure divided by the number of children under two 

ages) and by a low female labor force participation rate (Dipartimento per le politiche della 

famiglia, et al., (2020)). This situation has sparked a heated debate about the role of these 

services, and there is a consensus that the education system for children must be improved 

(Dipartimento per le politiche della famiglia, et al., (2020)). From a practical point of view, 

there are difficulties for the supply system to respond quickly to the changes in the 

sociocultural framework and the specific needs for quality educational services nationwide. 

First, structural deficits in services have emerged despite the potentially great demand. 

Second, the spatial distribution of childcare services is highly irregular within and between 

the Italian regions. Creating new policies on the ground in Italy is complex and challenging. 

Motivated by these questions, this paper aims to provide an approach and methods to 

analyze the complex high-dimensional structure of the combination of supply and demand 

of childcare services. We want to highlight how the supply and demand of childcare 

services do not follow "regional patterns" but are affected by sub-regional variability driven 

by socio-demographic factors. In order to find these "sub-regional models," a suitable 

statistical approach must be considered that can extract information from different socio-

economic variables taking into account the spatial geographical context. 

The "sub-regional models" we want to find and analyze can be seen as clusters of 

administrative units (ATS – Ambiti Territoriali Sociali: aggregation of municipalities 

specifically created to plan and provide social services for the local population) sharing a 

similar combination of childcare services' supply and demand characteristics. The 

regionalization approach, e.g., the algorithm SKATER (Spatial'  K'luster Analysis by Tree 

Edge Removal) proposed by Assunção et al., 2006, satisfies our requirements, i.e., find 

clusters taking into account the spatial contiguity of the areas (ATS)  analyzed.  
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In particular, this approach summarized the spatial units by their centroids, modeled as a 

node in an undirected graph. The spatial constraint is based on the spatial neighborhood 

structure inside the undirected graph defined by geographical adjacency, i.e., the spatial 

areas share at least one boundary or vertex. The spatial clusters are then defined as 

connected subgraphs that minimize the within-cluster heterogeneity, computed by 

associating a weight to each edge that connects the nodes (i.e., ATS) 𝑖 and 𝑗. These weights 

are based on dissimilarity measures between locations 𝑖 and 𝑗 concerning their attribute 

vectors 𝑥𝑖 and 𝑥𝑗 (i.e., variables describing the supply and demand of childcare services). In 

general, the simple Euclidean squared distance between them is considered a measure of 

dissimilarity. The within-clusters similarity is described as the Euclidean squared distance 

between the location attributes in cluster 𝑘 and the cluster means of these attributes. 

The SKATER algorithm uses the minimum spanning tree approach to reduce the graph 

complexity. In brief, the minimum spanning tree is a spanning tree (i.e., sub-graph of an 

undirected connected graph, which includes all the vertices of the graph with a possible 

minimum number of edges) in which the sum of the weight of the edges is as minimum as 

possible. After constructing the minimum spanning tree, the SKATER algorithm prunes the 

tree for the desired number of clusters to minimize the within-clusters variability.  

The paper is organized as follows. Section 2 describes the data used in the analysis. Section 

3 shows the results coming from the SKATER algorithm, while Section 4 summarizes the 

conclusions and further research. 

2. Data description 

In this work, we use two data sources to capture the complex and multidimensional 

structure of demand and supply of childcare services within Italy. We analyze the 2019 data 

on childcare services from the ISTAT survey "Survey of childcare and early childhood 

supplementary services" (ISTAT, 2019b) that describes the supply side of the welfare. 

Relevant cultural and social features that can describe the demand side, such as the fertility 

rate, the presence of family support (e.g., grandparents, babysitters), and characteristics of 

the families (e.g., number of members, educational level of the parents), were included in 

the analysis using data from the permanent census (ISTAT, 2019a).  

Table 1 provides a brief overview of the variables used in this analysis. The first two (i.e., 

coverage rate and per capita expenditure rate) represent the supply side, while the 

remaining variables describe the demand side. The latter variables were chosen to define 

possible solutions that can be broadly considered as alternative solutions to child care (e.g., 

babysitter, grandparent, extended family) and outline the socioeconomic characteristics of 

the population in each area. Therefore, several correlated variables are analyzed. However, 
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the multicollinearity does not impact our results since the variables enter in the clustering 

approach as weights of the graph described as the sum of squared Euclidean distances. So if 

two variables are strongly correlated, they simply enter twice into the weights’s definition, 

but for all ATS.  

Table 1. List of the variables analyzed. The first two variables describe the supply side of 

childcare services, while the remaining outline the demand side. 

Variable Description 

Coverage N. of day-care places/n. of resident children between 0-

2 years old. 

Per capita expenditure rate (Computed on the 2 years old resident population). 

Female employment rate N. of resident females working/n. of the total residents. 

Female house rate N. of not working resident females at home/n. of 

resident children from 0 to 2 

Commuter rate N. of commuters for work outside the municipality/n. of 

workers 

Male educational qualification 

rate 

N. of male persons with a degree higher than high 

school degree/n. of male persons over 20 years of age 

Female educational 

qualification rate 

N. of female persons with a degree higher than high 

school degree/n. of female persons over 20 years of age 

Foreign rate N. of foreign residents/number of the total residents 

Grandparent rate N. of resident retired persons/n. of resident children 

from 0 to 2 

Babysitter rate N. of not working resident females (studying) from 15 

to 25 years old/n. of resident children from 0 to 2 

N. household’s members N. of members in the household 

Fertility rate N. of resident children with age 0/ n. of residents 

between 15 and 49 ages. 

Social and Material 

Vulnerability Index (IVSM) 

Composed of 7 different indicators. For more details, 

please refer to ISTAT (2020). 

Source: ISTAT (2019a), ISTAT (2019b). 

The analysis is developed at the administrative unit (ATS) level, i.e., inter-municipal 

aggregations that handle social programming and, therefore, often intersect with the 
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scheduling of childhood education services. From a theoretical and political perspective, the 

choice to focus on this micro-scale level to highlight the within-regional variability of 

childcare services could be motivated by historical factors, both related to demand 

dynamics (e.g., declining birth rates, women's participation in employment) and from local 

and regional government initiatives in the absence of effective regional governance. 

Therefore, the analysis of the childcare service is conducted at an intermediate scale 

between the provincial and municipal dimensions, i.e., the ATS level. In this way, a more 

appropriate picture of childcare services' demand and supply characteristics can be 

obtained, taking into account their distribution in areas larger than the municipalities and, 

simultaneously, bringing out specific differences between specific provinces. 

We focus on a single year (i.e., 2019) to have available and up-to-date data and on one 

region (i.e., the Veneto region), having seven provinces, 21 ATS, and 563 municipalities. 

3. Results 

In this section, we show the results from the SKATER algorithm imposing the number of 

clusters equal to 6 corresponding to the first plateau of the Elbow function. Figure 1 shows 

the geographical positions of these clusters, while Figure 2 describes the distribution of the 

variables (scaled) defined in Table 1 by corresponding boxplots for each cluster. 

 

Figure 1. Geographical representation of the 6 clusters created by the SKATER algorithm. 

 

The first cluster (pink-colored) is composed of ATS from several areas of the region. 

Looking at the corresponding boxplots in Figure 2, we can identify this cluster as territories 

with a smaller number of children, i.e., low fertility rate (average equals -0.506), few 

members in the household (average equals -0.098), but with some alternatives to childcare 

services, i.e., quite high grandparents (average equals 0.367) and babysitter rates (average 

equals 0.448). It can be considered as the “average cluster.” 
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The second cluster (orange-colored) comprises ATS within the municipalities of Verona, 

Vicenza, and Padova. It is a more advanced welfare model: the coverage is high (average 

equals 1.019), as well as the female employment participation (average equals 0.806) and 

the educational level of both parents (average equals 1.604 for males and 1.614 for 

females). This cluster includes three main municipalities of the Veneto region characterized 

by universities, work opportunities, and road connections. 

 

Figure 2. Boxplot for each variable (scaled) of Table 1 and cluster calculated by the SKATER algorithm. 

The third cluster (yellow-colored) is the most critical regarding socio-economic situations. 

The territory, which includes ATS from the peripherical areas of Verona, Vicenza, Treviso, 

and Padova, is characterized by low supply and relatively high demand. We note a high 

fertility rate (average equals 0.97), a high number of members in the household (average 

equals 0.861), and a low coverage (average equals -0.328) and per capita expenditure rate 
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(average equals -0.675). The socio-economic situation of these territories is more 

problematic: the women work (average equals 0.059), the fertility rate is high, but the level 

of education is pretty low (average equals -0.355), there are no alternatives to childcare 

services, and there is social and material deprivation. Here, stakeholders must focus on 

adding new kindergarten places or alternatives that can reach the lower middle section of 

society. 

The fourth cluster (green-colored) comprises the Venetian territories of Chioggia, Cona, 

and Cavarzere, where childcare welfare must be improved. We can observe low coverage 

(average equals -1.841), female employment rate (average equals -3.101), and male/female 

educational level (average equals -1.009 for males and -1.007 for females). There may be a 

need for more job opportunities for women in Chioggia since the actual predominant sector 

is traditionally male (fishing, agriculture, glass, and wood processing).  

The fifth cluster (blue-colored) includes the Venezia municipality, with a very low 

commuter rate (average equals -3.054) and a significantly high per capita expenditure rate 

(average equals 3.302). The population has a high educational level (average equals 1.85 

for males and 1.664 for females) but few job opportunities for women (average equals -

0.301). However, educational services for children and possible alternatives are, for well-

known choices of policies, available in this area. 

The sixth cluster (grey-colored) comprises the mountain area: the province of Belluno, 

characterized by an aging population. We can note here a high grandparents rate (average 

equals 1.49) as well as a low number of members in the household (average equals -1.996). 

4. Conclusions 

We wanted to show how gathering data from different sources and applying suitable 

statistical models can help in reading the territories and favor tailored policies on relevant 

issues for the populations. In this paper, we analyze and emphasize the variability of 

childcare services' demand and supply characteristics in the Veneto region in Italy, thanks 

to the SKATER regionalization approach. This method helps deal with the data's intrinsic 

spatial structure and the complex high-dimensional structure of the variables analyzed. In 

general, Veneto is a region with, on average, good coverage of childcare services, with a 

wide range of daycare centers and preschools. However, the coverage of preschool services 

in Veneto varies by area and municipality. The regionalization approach used highlights, in 

fact, several sub-regional models within the Veneto region. We noted how childcare 

services are more focused around the main municipalities, particularly those characterized 

by various work opportunities, both for females and males, and by the presence of 

universities. The suburban areas are instead affected by a lack of childcare services as well 

as job opportunities for women. When new welfare policies are applied to these territories, 
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policymakers must consider these differential socioeconomic characteristics: taking into 

account only the supply distribution on its own could lead to inefficient policies. Thus, for 

the first time, to our knowledge, a spatial clustering method has been applied to synthesize 

multidimensional data to help policymakers understand where to develop new efficient 

policies to level out inequalities in the supply and demand for kindergartens within Italy. 

The analysis can be extended to other regions or states by choosing accurately the variables 

that describe the complex system of children's services. This is just an example of how, 

using current and existing data, much information to produce the “intelligence of data” to 

inform public policies. 
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Abstract 

This paper analyzes energy poverty in Spain between 2016 and 2021, using the 

new European primary indicators that relate household income to their energy 

expenditure, called expenditure-based indicators. The objective of the study is 

to determine the characteristics of the households most vulnerable to energy 

poverty in Spain, that is, with a greater probability of incurring in this 

situation. The determinants that influence energy poverty are identified 

through machine learning models: logistic regression using bootstraping and 

random forest using repeated cross-validation. The problem addressed is key 

in the current economic and regulatory context of the energy transition, and it 

is essential to provide tools to measure its impact and analyze the causes. 

Keywords: energy poverty; logistic regression, primary indicators; machine 
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Abstract 

This study explores how websites affect hospital services and Puerto Rico 

Health System website integration possibilities and issues. Technology has 

improved hospital patient care, engagement, and efficiency (Korda & Itani, 

2011). This study analyzes Puerto Rico's hospital websites content and patient 

involvement. "About the Hospital" and "Contact Us" were the most popular 

website components in a 68-hospital descriptive survey. "Healthcare 

Research" and "Education and Training" were the least publicized on social 

media, with 30% of hospitals. The study shows that good communication and 

technology improve patient care and engagement. Private, non-profit, and 

state hospitals websites were examined for content, patient education, 

institution type, clinical services, facilities and amenities, conditions and 

treatments, news and events, job possibilities, Facebook, Twitter, and YouTube 

linkages, and patient and visitor information. These criteria were evaluated as 

binary variables if present in all sample hospitals. This study will contribute 

to digital technology in healthcare literature and offer Puerto Rican and 

worldwide hospital administration and healthcare practitioners useful advice. 

Keywords: hospital websites, patient engagement, healthcare communication 
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AI in the newsroom: A data quality assessment framework for 

employing machine learning in journalistic workflows  

Laurence Dierickx1, Carl-Gustav Lindén1, Andreas L Opdahl1, Sohail Ahmed Khan1, 

Diana Carolina Guerrero Rojas1 
1Department of Information Science and Media Studies, University of Bergen, Norway 

Abstract 

AI-driven journalism refers to various methods and tools for gathering, 

verifying, producing, and distributing news information. Their potential is to 

extend human capabilities and create new forms of augmented journalism. 

Although scholars agreed on the necessity to embed journalistic values in these 

systems to make AI-driven systems accountable, less attention was paid to data 

quality, while the results' accuracy and efficiency depend on high-quality data. 

However, defining data quality remains complex as it is a multidimensional 

and highly domain-dependent concept. Assessing data quality in AI-driven 

journalism requires a broader and interdisciplinary approach, considering 

journalists as end-users. It means meeting the challenges of data quality in 

machine learning and the ethical challenges of using machine learning in 

journalism. These considerations ground a conceptual data quality assessment 

framework that aims to support the collection and pre-processing stages in 

machine learning. It aims to strengthen data literacy in journalism by 

emphasizing limitations and possible biases related to data and making a 

bridge between journalism studies and scientific disciplines that should be 

viewed through the lenses of their complementarity. 

Keywords: data quality assessment, journalism, ethics, machine learning, 

artificial intelligence 
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AI in the newsroom: A data quality assessment framework for using machine learning in journalism 

1. Introduction

AI-driven journalism refers to various methods and tools for news gathering, verification, 

production, and distribution (Thurman et al., 2019). They aim to support professional 

practices to help speed up time-consuming tasks, publish automated content, identify trends, 

or provide insights into large numeric or textual datasets. Hence, their potential is to extend 

human capabilities and augment journalism practices (Lindén, 2018). Although AI-driven 

systems are often considered opaque and not bias-free (Guidotti et al., 2019), they depend on 

high-quality data to avoid inaccurate analytics and unreliable decisions (Gupta et al., 2021). 

Explaining how data is collected, organised, cleaned, annotated, and processed participates 

in establishing a relationship of trust between the journalist as the end-user and the tool. It 

implies understanding the challenges of data quality that appear upstream and downstream 

of a machine learning process (Gudivada et al., 2017). 

The “garbage in, garbage out” principle also applies in journalism, whereas quality 

information requires quality data to ensure the accuracy and reliability of the news (e.g., 

Anderson, 2018; Diakopoulos, 2020; Dierickx, 2017; Dörr & Hollbuchner, 2017; Lowrey et 

al., 2019). However, less attention was paid to this critical aspect. The conceptual framework 

presented in this paper intends to fill this gap, considering that assessing data quality is 

context and use dependent (Tayi & Ballou, 1998; Boydens & Van Hooland, 2011). 

2. Theoretical backdrops

Data quality encompasses several complementary dimensions referring to a set of attributes 

in which dimensions – such as accuracy, completeness, and consistency – were refined over 

time. However, research agreed that data quality refers to data that adapts to the uses of data 

consumers, especially in terms of accuracy, relevance, and understandability (Wang & 

Strong, 1996). The emergence of big data brought new challenges, such as believability, 

verifiability, and the reputation of the data (Batini et al., 2015). The level of trustability of 

the data was also underlined, as various data sources challenge their interoperability and the 

contexts where data are used (e.g., Cai & Zhu, 2015; Liu et al., 2016; Saha & Srivastava, 

2014). Big data quality issues are also related to incomplete, inaccurate, inconsistent, or 

ambiguous structured and unstructured data (Eberendu, 2016).  

Approaching data quality in machine learning includes all these considerations but also 

encompasses several particularities insofar as the quality of the results is influenced by the 

data provided as input to the system (Gudivada et al., 2017; Gupta et al., 2021). Also, research 

emphasised that models trained on incomplete or biased datasets can produce discriminatory 

outputs and interfere with the accuracy of the tasks (Miceli et al., 2022; Shin et al., 2022). 
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Data quality issues are likely to appear since the data acquisition stage: data availability does 

not equal data quality (Elouataoui et al., 2022), especially when working with open data, 

user-generated data, or data coming from multiple sources (Hair & Sarstedt, 2021).  Data 

pre-processing involves addressing classical data quality issues, such as missing data, 

duplicates, strongly correlated variables, abnormal or inconsistent values, normalization, and 

standardization (Polyzotis et al., 2018; Foidl & Felderer, 2019; Elouataoui et al., 2022).  

Training datasets, which refer to the process of adapting the model to the data, are needed to 

evaluate the suitability of the data for machine learning tasks –in terms of efficiency, 

accuracy and complexity (Gupta et al., 2021). In this context, the validation process aims to 

ensure that data does not contain errors that can propagate into the model. These errors will 

likely be introduced during the collection, aggregation or annotation stage (Polyzotis et al., 

2018; Gupta et al., 2021). However, it is practically impossible to achieve it exhaustively, 

even though evaluating the risk of poor data quality is possible. At the same time, there is a 

lack of discussion on methods to define the level of validation in each step of a machine 

learning process (Foidl & Felderer, 2019). Furthermore, corpus annotations for supervised 

tasks are problematic because they are inherently error-prone, either if they rely on 

automation or crowdsourcing (Gupta et al., 2021). 

Because the relationship between users and AI systems lies on trust (Rai, 2020), data quality 

should follow three fundamental principles: prevention, detection, and correction to ensure 

the trustworthiness and reliability of machine learning applications (Ehrlinger et al., 2019). 

A good understanding of the data provides correct analyses and reliable decisions (Gupta et 

al., 2021). It should also reflect the knowledge of the domain experts. Furthermore, selecting 

or creating a dataset for an AI-driven system involves human decisions beyond technical 

aspects, thus requiring empirical considerations (Miceli et al., 2021). 

Ethical journalism practices join these concerns. They refer to the rules, routines and 

institutionalised procedures to produce knowledge (Ekström, 2002). Although ethical 

journalism is a question of practice, providing truthful information is not dissociable from 

the news's credibility (or believability) (van Dalen, 2019). Hence, ethical principles of 

journalism can be summarised according to the main principle of respecting the truth with 

accuracy and objectivity (Ward, 2018). The development of data-driven practices focused 

specifically on the data source's reliability, accuracy, the right to extract and use the data, and 

the right to privacy (Craig et al., 2017). At the same time, transparency has become a motto, 

viewed as an instrument to increase credibility and trust toward audiences (Koliska, 2022).  

In AI-driven journalism, the ethical challenges of transparency concern the data, the 

algorithms at work, and the outcomes (Dörr & Hollbuchner, 2017). Nonetheless, 

transparency is not always easy to implement in journalism, where practitioners often lack 

data and algorithm literacy to grasp how algorithms work (Porlezza & Eberwein, 2022), no 
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more than it is easy to implement in deep learning models where even their creators need to 

learn how they operate because of the multiplicity of their parameters (Burkart & Huber, 

2021). While a recognised need exists to blend AI-driven systems with journalistic values to 

fit professional practices (Broussard et al., 2019; Gutierrez Lopez, 2022), it should start with 

the data. If they are biased or contain errors, the system will likely reproduce these biases and 

errors (Hansen et al., 2019). Considering that accuracy and reliability are two prerequisites 

of ethical journalism practices, trusting the system is also about trusting the data it relies on. 

3. Building the conceptual assessment framework 

Data quality assessment is critical and gives rise to operations that aim to improve the overall 

data quality by identifying erroneous data elements and understanding their impact on the 

processes at work (Cichy & Rass, 2019). From an end-user perspective, assessing data quality 

indicators refer to their fitting to human needs or user requirements through the aggregation 

of different information on data quality (Cappiello et al., 2004). The assessment framework 

we have developed in the context of AI-driven journalism is a part of this data quality 

assessment tradition. It is based on the learnings from the scientific literature (e.g., Batini et 

al., 2009; Cichy & Rass, 2019; Fox et al., 1994; Pipino et al., 2002; Shanks, 1999) and on the 

core ethical principles in journalism acknowledged by professionals. 

The ethical principle of telling the truth relates to respecting facts. It refers to the syntactic 

and semantics levels and the dimensions of the data's accuracy, consistency, correctness, and 

understandability. It requires the application domain knowledge to deal, for instance, with 

incorrect values or duplicates. Because objectivity is a disputed concept in journalism due to 

its intrinsic subjective nature, we privileged the one of fairness related to the elements that 

guarantee to report honestly, avoiding bias or unbalanced information. It concerns the context 

of producing, validating, disseminating, and using the data for a journalistic purpose. Hence, 

it is connected to the pragmatic level and relates to the dimensions of timeliness, 

completeness, accessibility, objectivity, relevance, and usability. Transparency refers to the 

trustability of information, but it is not the only constituent of trust. The broader concept of 

trust can be thus understood through the social semiotic level. It encompasses the dimensions 

of credibility, reliability, and verifiability. 

The assessment framework encompasses formal and empirical indicators, inducing that the 

overall assessment includes a human perspective. Its application can be objective or 

subjective (Pipino et al., 2002) to detect data quality issues and challenges likely to appear 

upstream of the processes, either generally or more granularly. It can be applied to the data 

collection and pre-processing stages from which the training, the test, and the validation 

datasets are derived for developing machine learning systems in a journalistic context.  
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Table 1. Data quality assessment framework. 

Ethical Semiotic Dimension Verification 

Truth Syntactic Accuracy - Level of interoperability, standardisation  

- Measure of erroneous data (ratio accurate 

values/total values) 
- Uniqueness (duplicate entries and redundancies) 

- Encoding problems and information overload  

Consistency - Well-defined data structure (percentage of data with 

consistent format and values) 

- Homogeneity vs heterogeneity (format, structure, 

values) when data come from multiple sources  
- Unambiguous and explicit labelling 

Semantic 

Correctness - Identifying abnormal values 

- Identifying the causes of NULL values 
- Evaluation of the spelling coherence 

- Data documented/compliant with metadata 

Understandability - The extent to which data are comprehensible 

(feedback from the end-user) 

Fairness Pragmatic Timeliness - Currentness (percentage of updated data) 

Completeness - Appropriate amount of data (ratio missing 

values/total values, ratio NULL values/total values) 

Accessibility - Right to use the data (terms of use) 
- Level of retrievability of the data 

Objectivity - Unbiased data (size and representativity) 

- Identification of human bias (annotation incl.) 

Relevance - The extent to which the data are relevant for the 
purpose (feedback from the end-user) 

- Newsworthiness (journalistic added values and 

expected impact, feedback from the end-user) 

- Data scarcity (measurement of the fraction of data 
containing relevant information) 

Usability - Fitness for use (to assess globally through the formal 

and empirical indicators of the frameworks, = making 
sense of AI in a journalistic context) 

- How automation structures and presents the data  

Trust Social Reliability - Authenticity (source) 

- Authority (source, annotators) 
- Reputation (source, annotators) 

Credibility - Degree of the believability of the data source 

- Degree of the believability of the data 

- Degree of the believability of the annotation process 

and of the annotators 

Verifiability - Verification of the source and the data 

- Verification of the annotation process 

This framework was applied to a sample of datasets used for automated fact-checking. While 

the syntactic level did not have particular issues, on the semantic level, a cross-domain 

approach and a strong language dependency challenged the understandability and correctness 

of the datasets. The pragmatic level appeared problematic due to NULL values, no attached 

licence, and no mention of the last update. The dimension of completeness was more difficult 

to assess because of the content's domain and language dependency. A lack of harmonization 
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in the classification was also detected, from "true" to "false", "half true", "contradiction", or 

"unrelated". On the social level, datasets collected from Wikipedia raised questions about 

their reliability and credibility, due to the participative nature of this platform. 

4. Conclusion 

Acknowledging that the relationship between journalists and AI-driven systems is built on 

trust, the data that feed these systems must also be trusted. However, the definition of “good” 

data in journalism remains challenging due to the multidimensionality of the concept of 

quality. This concept is intrinsically related to the expertise of a given application domain 

and to the understanding of how data are collected, validated, and disseminated. It should 

also be considered through its relevance to be used in a journalistic context and the overall 

purpose of the AI-driven system. Also, approaching data quality through normative lenses 

consists of a practical solution to address the recognized need for embedding journalistic 

values and ethical principles in AI-driven systems. Hence, the conceptual assessment 

framework presented in this communication was designed as an adaptive and flexible tool 

that can be used in various forms that AI-driven journalism tools can take. It shows that data 

quality issues are far from trivial, as the quality of the data at every stage of the process will 

directly influence machine learning outcomes. Nevertheless, the main limitation of this 

framework is that it is only applicable for common machine learning tasks because the 

provenience and nature of the vast amounts of data used in the most complex systems remain 

mostly uncertain. 
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Abstract 

The digital footprint of the Spanish wine sector is a valuable resource for 

predicting real-time indicators, enabling companies to anticipate their 

competitors and devise effective digital transformation strategies using 

emerging technologies. With advances in computation and web-scraping 

techniques, it is now possible to approximate competitiveness indicators 

using real-time information from company websites. Given this context, the 

general objective of this work is to analyze the relationship between the 

digital footprint and competitiveness of Valencian wine companies. To this 

end, it is proposed to use financial variables obtained from the Sistema de 

Análisis de Balances Ibéricos (SABI) and indicators extracted from the 

companies' websites. Unsupervised learning techniques will be implemented 

to find groups or clusters of companies based on their economic 

performance. Subsequently, digital footprint indicators will be used to create 

a supervised learning model to predict the above classification of companies 

based solely on digital footprint indicators to identify the most significant 

indicators for predicting competitiveness.  

Keywords: Digital footprint; web scraping; competitiveness; supervised and 

unsupervised learning; wineries. 
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Study of the relationship between competitiveness and digital footprint indicators 

1. Introduction

The Spanish wine sector holds great value and relevance in the country's economy, society, 

and culture. According to data from the Spanish Wine Federation, Spain has approximately 

13% of the total number of vineyards in the world, making it the third-largest producer and 

exporter of wine in terms of volume. The sector supports around 427,700 direct and indirect 

jobs and represents 2.2% of the Gross Value Added in Spain. Additionally, the sector has 

been characterized by heavy investment in innovation and development, with between 170 

and 180 million euros per year invested in R&D activities over the last five years. 

Due to intense competition in the market and the trend of companies toward digital 

transformation, the wine sector has realized the need to implement digital strategies for 

communication, customer acquisition, commercialization, and marketing of its products. 

Since digital transformation is critical to increasing business competitiveness, wine 

companies and wineries have increased their online presence through online sales 

platforms, corporate websites, and social networks, generating a significant digital 

footprint. This digital footprint can be detected and measured in various ways to monitor 

economic characteristics with real-time indicators. These indicators are valuable to private 

and public organizations as they enable them to anticipate competitors and identify 

strategies to implement within the digital transformation framework and emerging 

technologies (Blazquez et al. 2018). 

In this context, this research aims to analyze the relationship between the digital footprint 

and competitiveness in Valencian wineries using multivariate techniques. 

2. Materials and Methods

2.1. Data 

The data matrix comprises 115 observations and 56 variables from wine companies in the 

Valencian Community. All companies are identified by name and their official website.  

The variables used in the analysis are financial and digital footprint indicators. The 

financial variables were obtained from the SABI (Iberian Balance Sheet Analysis System) 

database, using the same variables as Rodriguez (2022). On the other hand, the digital 

footprint indicators used were those suggested by Blazquez and Domenech (2018), plus 

some others regarding company online activities on social networks. 

2.2. Multivariate Analysis 

Statistical analyses were conducted using the R environment for statistical computing (R 

Core Team, 2023). Clustering was used to identify groups of wine companies based on 

their financial variables, differentiating the sample of companies according to their 
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competitiveness characteristics. Subsequently, footprint indicators were used to create a 

Generalized Linear Model (GLM, McCullagh, 2019) to predict the above classification of 

companies using only digital footprint indicators. 

Then, Receiver Operating Characteristics (ROC) graphs to evaluate the concordance 

between the models and actual data. Calculating the area under the ROC curve of the 

classifier (AUC) is a standard method to reduce ROC performance to a single scalar value 

representing expected performance. Therefore, as the area under the ROC curve (AUC) 

increased, the classifier power also increased 

3. Results 

After pre-processing our data, we tested clustering algorithms with different numbers of 

clusters (k) using the silhouette coefficient as a guide. Therefore, we decided to choose k=2 

for our final analysis. We applied both K-means and fuzzy clustering algorithms to our 

dataset. Figure 1 shows the results obtained by applying fuzzy clustering, which resulted in 

two clusters with distinct financial characteristics.  

 

Figure 1. Results of fuzzy clustering. Source: own elaboration. 

Twenty-three companies were assigned to Cluster 1, whereas 88 were assigned to Cluster 2. 

Cluster 1 comprises companies with higher mean values for all their competitiveness 

indicators; these metrics are associated with competitive performance, indicating that 

companies in this cluster have superior competitive performance compared to those in 

Cluster 2.  

The logistic regression model used variables such as the age of the domain, the availability 

of an English version of the website, the number of Instagram posts, the number of 

Instagram followers, and the presence of specific keywords (such as export, efficiency, 
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performance, novelty, competitiveness, differentiation, LinkedIn, immaterial, brands, value, 

network, positioning, country, and change), using broad match based on stemming.  

The model's estimated results showed a high predictive capacity, with an accuracy of 0.81 

and an AUC of 0.80. 

4. Conclusions 

The main objective of this study was to explore the association between digital footprint 

indicators and competitiveness among Valencian wineries. Through exploration of the 

sample of companies using financial variables obtained from SABI, two clusters of 

companies with distinct competitiveness characteristics were identified. The first cluster 

consisted of companies exhibiting high levels of competitive performance and innovation 

capabilities, with more employees, capital, trademarks, and economic performance. On the 

other hand, the second cluster was composed of smaller companies with fewer employees 

and lower economic returns compared to the first cluster, indicating a more local market 

orientation. 

Then, a logistic regression model was constructed, including the following variables: 

domain age, the English version of the website, the number of Instagram posts, the number 

of Instagram followers, and the presence of specific keywords. These keywords included 

export, efficiency, performance, novelty, competitiveness, differentiation, LinkedIn, 

immaterial, brands, value, network, positioning, country, and change. The model 

demonstrated high predictive capacity, with an accuracy of 0.81 and an AUC of 0.80. 

Finally, it can be concluded that a significant relationship exists between the digital 

footprint indicators and a company's competitiveness, which can be used to differentiate 

between the previously identified clusters.  
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Abstract 

This study aims at conceptualizing the solo tourism consumption journey. We 

use a semi-supervised machine learning approach and analyze more than 

27,000 tweets. The seed sets extraction, seed and topic confidence and model 

fit evaluations will provide us with the dimension of solo tourism 

conceptualization.The results will reveal how consumers perceive solo tourism 

consumption. This study provides scholars and managers with an evidence-

based solo consumption conceptualization, as well as with a marketing, 

psychological, and operation tool to manage the solo consumer segment. 

Keywords: Solo tourism; semi-supervised Latent Dirichlet Allocation (LDA); 

machine learning approach; tweets 
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1. Introduction 

Despite the emergence of solo consumption during the pandeminc, it is currently an under-

researched area lacking a comprehensive and systematic examination (Leith, 2020; Otegui-

Carles, Araújo-Vila, & Fraiz-Brea, 2022). Research has to date analyzed solo tourism in an 

inconsistent way, which is why it warrants an updated and thorough investigation (Yang, 

Nimri, & Lai 2022). This paper aims to provide a holistic and all-inclusive view of the solo 

tourism consumption byt using twitter data (Otegui-Carles, Araújo-Vila, & Fraiz-Brea, 

2022).  

Our study contributes in multiple ways to both consumer research and management.  First, 

the study helps identify the key elements of a concise solo tourism construct. Second, this 

study allows us to assess the existing solo consumption research’s disintegrated state and 

develop a more comprehensive illustration of it. Third, this research uses a semi-supervised 

machine learning approach to analyze user-generated contents and validate the solo 

consumption framework. Fourth, we provide managers and marketers with a valuable tool 

for comprehending the triggers of solo consumption and the desired experiences. 

2. Literature review 

Solo tourism is a state of being alone during a trip (Yang et al., 2022). Specifically, solo 

tourism is the activity of tourists traveling to destinations alone and for various reasons 

(Jonas, 2022). Solitary consumers are therefore those who choose to travel on their own 

(Bianchi, 2022) or individuals dining alone at restaurants (Choi et al., 2022). They are 

described on the basis of different factors, such as their personal needs, desires, motivations, 

preferences, and travel behavior (Leith, 2020). 

Due to the COVID-19 pandemic, tourists perceive solo tourism as a secure travel option, and 

a recovery action for the tourism and hospitality industry (Jonas, 2022). Owing to its 

complexity, there is no unified agreement on or an all-inclusive understanding of the solitary 

consumption in existing research. Consequently, a consensual, comprehensive 

conceptualization of solo tourism consumption is required (Otegui-Carles, Araújo-Vila, & 

Fraiz-Brea, 2022). 

3. Methodology 

Since the purpose of our study is to scrutinize the meaning of solo tourism through solo 

tourists’ viewpoints, we used the Twitter API (application programming interface) and the 

hashtags #solotravel and #solotourism to collect all related tweets in English published 

between August 2019 and August 2022. In total, we collected 43,290 unprocessed tweets. 

We will employ a semi-supervised LDA and the keyATM package to investigate and 
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empirically validate the solo tourism dimensions. Two steps will be employed. In step 1 we 

extract seed sets (Watanabe & Zhou, 2022)  and step 2 we work on the Seeded-LDA model 

training (Benoit et al., 2018). Moreover, based on seed sets extraction, seed and topic 

confidence and model fit evaluations will provide us with exact dimension of solo tourism 

conceptualization. Appendix 1 depitcs the algorithm. 

4. Conclusion 

Our study will advance both, solo consumption theory and managerial practice. Our work 

will deliver a more detailed and overall conceptualization of the solo consumption concept. 

In particular, this research will provide a valuable tool for managers and marketers to 

comprehend the triggers of solo consumption and the desired experiences that tourists who 

engage in these activities are looking for. Highlighting the solo tourism experience’s different 

stages allows managers to determine if, and if so how, they can integrate the solo tourism 

segment into their marketing strategy. We therefore provide managers with guidance on how 

to design and market solo offers and activities effectively. Last, we will use an innovative 

method, a semisupervised machine learing approach to reach the goals of the study. 
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Appendix 1. Seeded LDA model and algorithm 
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Exploring the use of machine learning and explainability in 

Marketing Mix Modeling 

Slava Kisilevich1, Markus Hermann1
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Abstract 

Marketing Mix Modeling (MMM) employs statistical techniques, typically 

linear regressions, to assess the impact of advertising expenditure on sales. 

Despite advancements in statistics and machine learning, the field of MMM 

has remained relatively unchanging due to a few reasons: (1) its primary 

focus on practical business applications, (2) the proprietary nature of MMM 

solutions by specialized companies, and (3) the difficulty in interpreting 

complex models beyond linear regressions for business purposes. 

Recently, there has been increased emphasis on the interpretability of 

complex machine learning models. To address this, model explainers such as 

SHAP have been introduced, enabling the application of non-linear machine 

learning algorithms in the realm of MMM. This provides a solution to the 

various issues associated with traditional MMM methods, including variable 

interactions, non-linear relationships, and interpretability. 

This presentation outlines a method for incorporating machine learning 

algorithms with explainability techniques in the context of MMM in the retail 

industry 

Keywords: MMM; Marketing Mix Modelling; Machine Learning; MMM 

Explainability; SHAP. 
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A simple and efficient kNN variant with embedded feature 

selection 
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Abstract 

Predictive modeling aims at providing estimates of an unknown variable, the 

target, from a set of known ones, the input. The k Nearest Neighbors (kNN) is 

one of the best-known predictive algorithms due to its simplicity and well 

behavior. However, this class of models has some drawbacks, such as the 

non-robustness to the existence of irrelevant input features or the need to 

transform qualitative variables into dummies, with the corresponding loss of 

information for ordinal ones. In this work, a kNN regression variant, easily 

adaptable for classification purposes, is suggested. The proposal allows 

dealing with all types of input variables while embedding feature selection in 

a simple and efficient manner, reducing the tuning phase. More precisely, 

making use of the weighted Gower distance, we develop a powerful tool to 

cope with these inconveniences by implementing different weighting schemes. 

The proposed method is applied to a collection of 20 data sets, different in 

size, data type and the distribution of the target variable. Moreover, the 

results are compared with previously proposed kNN variants, showing its 

supremacy, particularly when the weighting scheme is based on non-linear 

association measures and in datasets that contain at least one ordinal input 

variable. 

Keywords: Gower distance; weighting scheme; ordinal variables; Machine 

Learning; predictive modeling; regression. 
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Optimization techniques for Kernel Logistic Regression on large-

scale datasets: A comparative study 

José Ángel Martín-Baos1, Ricardo García-Ródenas1, Luis Rodriguez-Benitez2 
1Department of Mathematics, University of Castilla-La Mancha, Spain, 2Department of 

Information and System Technologies, University of Castilla-La Mancha, Spain. 

Abstract 

In recent years, machine learning techniques have been increasingly applied 

to modelling the decision-making processes of individuals. One technique that 

has shown good results in the literature for modelling complex behaviours is 

the Kernel Logistic Regression (KLR). However, standard KLR 

implementations have a time complexity of 𝒪(𝑛3), which is not feasible for

large datasets. To overcome this limitation, one of the purposed alternatives is 

to approximate the kernel matrix using the Nyström method. The aim of this 

work is to evaluate the Nyström KLR model on large-scale datasets and to 

study, at the experimental level, which of the optimisation techniques that 

allow training this model is the most efficient. As results, the authors show that 

the Nyström method efficiently computes the objective function and its 

gradient, enabling the training of KLR models with up to 105 parameters.

Then, it is evaluated the performance of several optimisation methods, 

including gradient descend, Momentum, Adam, and L-BFGS-B. It can be 

concluded that L-BFGS-B is the most efficient method for training the Nyström 

KLR model. However, given enough computational time and proper 

hyperparameter tuning, the Adam method can also yield good results. 

Keywords: Random Utility Model; Machine Learning; Kernel Logistic 

Regression; Nyström method; Numerical Optimisation. 
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Use of machine learning techniques in non-probabilistic samples 

Jorge Rueda1, Beatriz Cobo2, Luis Castro2 
1Department of Statistics and Operations Research, University of Granada, Spain, 
2Department of Quantitative Methods for Economics and Business, University of Granada, 

Spain. 

Abstract 

Non-probabilistic surveys are increasingly used because they are easy and 

cheap to carry out. Even official statistical agencies are starting to use this 

type of surveys in their research, due to the difficulty and the amount of 

resources needed to carry out probabilistic surveys, which are currently the 

best option due to their reliability. When non-probabilistic surveys are used, 

the classical estimation methods cannot be used since the initial conditions 

for carrying them out are not met, so over the years new estimation 

techniques have been emerging in this type of sampling. Some of the most 

relevant estimation techniques currently being used are those related to 

machine learning techniques.  

In this work we focus on the estimation technique for non-probabilistic 

samples statistical matching, which can be enhanced and improved if we 

complement it with a machine learning technique known as XGBoost. We are 

going to study a variable of interest extracted from a real non-probabilistic 

survey carried out during the COVID-19 pandemic, and check if by applying 

such estimations we obtain better results than without applying this type of 

techniques. 

Keywords: Machine learning; non-probabilistic sampling; statistical 

matching; XGBoost. 
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1. Introduction 

The major strength of probability sampling is that the probability selection mechanism 

permits the development of statistical theory to examine the properties of sample 

estimators. The weakness of all nonprobability methods is that no such theoretical 

development is possible; as a consequence, nonprobability samples can be assessed only by 

subjective valuation (Kalton, 1983). Over the years the development of non-probabilistic 

surveys has boomed and many techniques have been developed to calculate reliable 

estimates from non-probabilistic survey data. 

Many advanced in artificial intelligence models, such as deep learning techniques, have 

shown remarkable accuracy in prediction. Artificial intelligence models perform poorly 

when dealing with relatively small data sets, while machine learning models have good 

predictive performance on smaller data sets. However, a single machine learning approach 

often leads to overfitting and difficulty handling the large number of imbalanced data sets 

that occur in real world problems. To make up for the shortcomings of a single machine 

learning method, the conjoint learning technique based on the GBDT (Gradient Boost 

Decision Tree) algorithm was developed and has gradually become the mainstream 

approach in the field of learning research automatic. eXtreme Gradient Boosting 

(XGBoost) is a highly efficient booster set learning model originated from the decision tree 

model, which uses the tree classifier for better prediction results and higher operational 

efficiency. 

This technique has been used in many settings, for example Li and Yao (2018) classify 

gene mutations using machine learning models, XGBoost and SVM, in the hope of 

improving gene mutation classification performance. In terms of performance of the two 

qualifying models, XGBoost outperformed SVM. From the confounding metrics, it could 

be seen that XGBoost had better predictive ability, especially for those with enough classes 

featured. Liu et al. (2021) used a mortality prediction model using the XGBoost decision 

tree model for patients with acute kidney injury in the intensive care unit, and compared its 

performance with that of three other machine learning models, logistic regression (LR), 

support vector machines (SVM), and random forest (RF) being XGBoost the best 

performing algorithm in this study. Castro-Martin et al. (2021) test the potential of the 

XGBoost algorithm in the most important estimation methods that integrate data from a 

probability survey and a non-probability survey. At the same time, a comparison is made of 

the effectiveness of these methods for the elimination of biases. The results show that the 

proposed estimators based on gradient increasing frameworks can improve the 

representativeness of the survey with respect to other classical prediction methods. The 

proposed methodology is also used to analyze a real sample from a non-probabilistic survey 

on the social effects of COVID-19. Cui et al. (2022) created an accurate prediction model 

using machine learning techniques, such as logistic regression, XGBoosting machine, 
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random forest, neural network, gradient boosting machine, and decision tree, to predict 3-

month mortality specifically among lung cancer patients with bone metastases according to 

readily available clinical data. Today, people tend to use credit cards for their payment 

efficiency, but credit cards also provide a new opportunity for fraud. Companies and 

researchers have been trying to come up with a method to tell if a transaction is fraudulent. 

Cai and He (2022) propose a hybrid model based on the combination of TabNet and 

XGBoost. A dataset provided by IEEE-CIS is used in this investigation, which contains 

many records of transactions and whether they are fraudulent.  

Our work focuses on the combination of data obtained through probabilistic and non-

probabilistic surveys with the aim of obtaining more reliable estimates through XGBoost. 

As a non-probabilistic survey, we will base ourselves on the survey carried out by Pérez et 

al. (2020) and as a probabilistic survey the CIS Barometer of May 2020. 

2. Methodology 

Let U be the finite population of interest of size N, 𝑠𝑣  a non-probabilistic (or volunteer) 

sample of size 𝑛𝑣, from which we measure a vector of auxiliary variables 𝑥 = (𝑥1, … , 𝑥𝑝) 

and the variable of interest y that we want to know about the population U. Normally the 

results we obtain from this kind of samples present different types of biases, especially the 

one known as selection bias, which appears if there is a significant difference between the 

individuals in our sample and those not sampled. To correct this type of bias there are 

several techniques, which depend on the type of auxiliary information available (Rueda et 

al., 2020). If we have a reference probability sample 𝑠𝑟 , of which we only know the same 

vector of auxiliary variables as in 𝑠𝑣 , we can apply the technique known as statistical 

matching, based on superpopulation models. 

2.1. Statistical Matching (SM) 

Also known as Mass Imputation, it was developed by Rivers (2007). It is based on 

modeling the relationship between the variable of interest and the vector of auxiliary 

variables, using the non-probabilistic sample 𝑠𝑣  to predict the values of the variable of 

interest in the probabilistic sample 𝑠𝑟 , since they are unknown. Assuming that the 

population of interest U is a realization of a superpopulation model m: 

𝑦𝑖 = 𝑚(𝑥𝑖) + 𝑒𝑖 ,   𝑖 = 1, . . . , 𝑁 

Where 𝑚(𝑥𝑖) = 𝐸𝑚[𝑦𝑖|𝑥𝑖] y 𝑒~𝑁(0, 𝜎). That is, we can model the relationship between 

the variable of interest and the auxiliary variables using some model (which we will call 

SM). From such a model we estimate the prediction of the values of y in the probability 

sample 𝑠𝑟 , using the values of the auxiliary variables in that sample, of the form: 
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𝑦̂𝑖 = 𝐸𝑆𝑀[𝑦𝑖|𝑥𝑖 , 1𝑖],   𝑖 ∈ 𝑠𝑟 

1𝑖 will have a value equal to one if the i-th individual belongs to the probability sample 𝑠𝑟, 

and will be zero when it does not belong to this sample. Depending on the model we use, 

we will have different expressions of 𝑦̂𝑖. Once we obtain the prediction of our variable of 

interest y, we can construct the estimator of our choice in the form (case of the estimator of 

the population total): 

𝑌̂𝑆𝑀 = ∑ 𝑦̂𝑖

𝑖∈𝑠𝑟

⋅ 𝑤𝑟𝑖 

Being 𝑤𝑟𝑖  the design weight for the i-th element of the reference sample. We see that in this 

technique the most important step is to predict the variable of interest y, to perform this step 

we can use machine learning techniques that produce a prediction as accurate as possible. 

In our work we will use the technique known as XGBoost, which is producing excellent 

results both in the prediction of variables and in the estimation of inclusion probabilities for 

non-probabilistic samples. 

2.2. XGBoost Estimator  

In our case we will use the XGBoost technique to obtain the predicted values of the 

response variable for the probabilistic sample 𝑠𝑟 . This machine learning technique works as 

a group of decision trees, which establish branches (different paths) as a function of 𝑥𝑖 until 

a final value 𝑦̂𝑖 is obtained (Chen and Guestrin, 2016). The expression of 𝑦̂ using XGBoost 

is: 

𝑦̂𝑖
𝑋𝐺 = 𝜙(𝑥𝑖) = ∑ 𝑓𝑘

𝐾

𝑘=1

(𝑥𝑖),   𝑓𝑘 ∈ 𝐹 

where K is the number of decision trees, 𝐹 = {𝑓(𝑥) = 𝜔𝑞(𝑥)} with 𝑞: ℝ𝑝 → 𝑇 representing 

the structure of each tree, and 𝜔𝑖 is the score of the i-th final node. Finally we obtain the 

predicted value 𝑦̂
𝑖

𝑋𝐺 by summing the scores of each tree, which are designed to minimise 

the following objective function:  

𝐿(𝜙) = ∑ 𝑙

𝑖

(𝑦̂𝑖
𝑋𝐺 , 𝑦𝑖) + ∑ 𝛺

𝑘

(𝑓𝑘) 

where l is a function that measures the error in the estimates, and which must be 

differentiable and convex (i.e. difference squared). To regularise this function, there is a 

Ω(𝑓) that penalises trees with too many final nodes T and exaggeratedly high scores 𝜔, of 

the form: 
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𝛺(𝑓) = 𝛾𝑇 +
𝜆||𝜔||2

2
 

being 𝛾 and 𝜆 hyperparameters that directly influence the regularisation of the function. 

This regularisation serves to control the so-called overfitting, which appears when the 

machine learning model has a behaviour specific to the type of data we train it with, 

producing bad results when the input data are different to those we have used to train the 

model (Hawkins, 2004). Because of this it is very important what values these 

hyperparameters have, that can be taken arbitrarily or by hyperparameter optimization (i.e. 

by cross validation). Finally 𝐿(𝜙) is minimised with the gradient tree boosting method, 

developed by Friedman (2001). This allows us to converge to the minimum value of a 

function through an iterative process (gradient descent), training the models by giving more 

importance to the data for which previous models have failed (boosting). To improve its 

performance, XGBoost also implements other techniques such as shrinkage, to limit the 

influence of each individual tree, among others (Chen and Guestrin, 2016). 

Once we estimate the values of the variable of interest for the individuals of the probability 

sample 𝑠𝑟  by XGBoost 𝑦̂𝑖
𝑋𝐺, we obtain that the estimator of the population total using 

statistical matching is: 

𝑌̂𝑆𝑀
𝑋𝐺 = ∑ 𝑦̂𝑖

𝑋𝐺

𝑖∈𝑠𝑟

⋅ 𝑤𝑟𝑖  

3. Application 

Combining statistical matching with XGBoost as the chosen machine learning method is a 

relatively costly process which, in addition, has to be repeated for each variable of interest. 

In this case, we have chosen the following variable from the survey conducted by Pérez et 

al. (2022) during the Spanish lockdown caused by the COVID-19 pandemic: "Would you 

be willing to continue teleworking after the lockdown?". We could then evaluate the 

interest of the population in working remotely now that, even though it is not mandatory 

anymore, it has emerged as an interesting option.  

The percentage of individuals responding affirmatively considering only the non-

probabilistic sample in a naive way would be 26.2%. However, it is preferable to consider 

possible biases caused by the snowball methodology used during the distribution of the 

online survey. For this reason, we also consider the CIS Barometer of May 2020. The 

variables in common between our non-probabilistic sample and the auxiliary probabilistic 

sample are the following: state, province, urban density, sex, age, education level, 

employment status, last electoral vote, intended electoral vote and confidence in the 

government during the pandemic. 
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Once the bias reduction process is completed, we find out that the percentage of individuals 

who would not mind continuing to telework is actually 33.1% instead of the initial 26.2%. 

Therefore, we observe a significant increase from the initial impression before considering 

a more advanced analysis. 

4. Conclusions 

In this work, we have considered a method combining statistical concepts and advanced 

machine learning techniques in order to improve the reliability of the estimations for a 

variable of interest. We have also observed, via a real application, how relevant applying 

said method can be for the final conclusions obtained. 

When a strict methodology is not considered for carrying out a survey, it is important to 

consider these kinds of methods in order to avoid possible biased results. 
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Abstract 

Between 150 and 200 words briefly specifying the aims of the work, the main 

results obtained, and the conclusions drawn 

AdNetwork companies are very much a part of today's new digital marketing 

methods. This paper aims to develop an algorithm that solves the problems of 

AdNetwork companies in setting optimal floor prices. Establishing the optimal 

starting price for the bid is equivalent to setting the price that maximises 

revenue, which is optimal for the publisher and the AdNetwork company. In 

this market, that price will balance two opposite scenarios: a high floor price 

could lead to some impressions unsold, while a low floor price could be 

insufficient to reach profit margins. The contribution is twofold. First, this 

paper extends the problem of optimal price flor in real time bidding auctions 

for advertising in current scenarios where a DSP (Demand Side Platform) acts 

as a filter and only one bid is received by the AdNetwork and thus, the price 

paid corresponds to the reserve price. and, moreover, it is implemented in 

reality with a pseudo-algorithm (not provided for commercial reasons). It 

allowed to be implemented in a real case scenario for three publishers, 

obtaining an average increase of revenue of 127%. 
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1. Introduction 

Digital marketing has become companies' primary advertising tool and has changed how 

firms communicate with customers (Chaffey &  Ellis-Chadwick, 2019). Within this field, 

some companies operate through what is known as an 'AdNetwork'. An AdNetwork can 

essentially be defined as a network that acts as a link between advertisers and publishers 

(sites or websites that sell their advertising space), thus generating income for publishers and 

placing advertisers' resources in the most appropriate places for the advertising content 

(D'Annunzio & Russo, 2020; Tahaei & Vaniea, 2021). An AdNetwork has a dual revenue 

source: on the one hand, it generates income from the advertising campaigns it sells or 

manages for advertisers. On the other hand, it administers the publishers' advertising space 

and takes a share of the revenue generated by the advertisements shown (impressions) for 

offering the technology, posting and linking. The revenue share determines this part of the 

price. 

The management of publisher inventory is done by purchasing advertising impressions in 

this inventory. The AdNetwork will then seek advertisers who will pay the price ("revenue" 

from now on) to advertise in that inventory by purchasing those impressions. It does this 

through blinded second-price real-time auctions (Myerson, 1981) in which the auction to 

acquire those inventory impressions is won by the advertiser who bids the most but pays the 

price of the second highest bid, which is the final "revenue". These auctions have a floor or 

reserve price built into them, which is the minimum price the publisher will receive for ad 

impressions in its inventory. Impressions are the number of times an ad appears in that 

inventory, and the price is usually per thousand impressions.  

To this "revenue" is applied the share agreement so that the publisher will receive the agreed 

percentage of the revenue, and if this percentage results in a value below the floor price, the 

floor price is paid, and the company (AdNetwork) reduces its profit margin. Thus, if there is 

a revenue share commitment of 70/30 (70% corresponds to the publisher while the remaining 

30% is the AdNetwork company's profit for its services), this means that Adnetwork auctions 

the impressions from the publisher's inventory at a price where at least 70% of that price 

corresponds to the floor price set by the publisher. Thus, for example, if a publisher sets a 

floor price of 7 euros, Adnetwork will put it up for auction at 10 euros in order to maintain 

its revenue share of 70/30 and will not accept bids below that price, which is the price that 

allows it to meet the publisher's floor price and maintain its profit. 

Therefore, establishing the optimal starting price for the bid is equivalent to setting the one 

that maximizes revenue, which is optimal for the publisher and the "AdNetwork" company. 

In this market, that price will balance two opposite scenarios: a high floor price could lead to 

some impressions unsold, while a low floor price could be insufficient to reach profit 

margins. The development of the article is as follows. In Section 2, The proposed approach 
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and different scenarios are presented. In Section 3 the problem is mathematically formalized 

and developed. Section 4 presents some particular cases due to different auction platform 

practices. Finally, Section 5 provides some actual results and conclusions. 

2. Justification of the approach and scenarios. 

2.1. Justification of the approach 

The reliability of the algorithm is established according to the concept of regret. This concept 

answers the question: at the end of T iterations of the algorithm, where we have all the 

information of what happened, what would happen if it had simply applied the same decision 

rule h at each iteration? One could calculate the loss of this fixed hypothesis by adding the 

personal loss of the T iterations. If this value is less than the loss incurred by doing different 

actions, the decision maker is incurring regret, which is the difference between these two 

losses because we could have chosen a single action each iteration and obtained better results 

than we did. Typically, the regret is calculated with respect to the optimal strategy known 

after the period is over, i.e. ex-post, so, at each iteration, it is necessary to choose the action 

that is understood to minimize the regret (although this is not known until the end of the 

period). 

Let us assume that each loss for each iteration of T is between 0 and 1, so the total loss at the 

end of the period will be between 0 and T. For a hypothesis and a loss function, if the 

algorithm guarantees that for all possible states, the regret is Ꝺ(T), it means that as T tends 

to infinity, the average regret per iteration tends to zero (since Ꝺ(·) is the rate at which regret 

converges to zero in each iteration), and there are T iterations. 

In other words, if we design an algorithm and implement it T times, it incurs a loss after that 

period. The goal is to avoid the situation where seen in retrospect (a posteriori), the algorithm 

has incurred a lower loss with a constant rule of decision. Thus, the regret of an algorithm is 

the difference between the loss of the algorithm and the loss from using the constant 

alternative.  

Translating this to our problem, the algorithm sets a floor price. After the period, the revenue 

obtained is compared with the one that would have resulted from applying the optimal price 

calculated a posteriori based on the actual data and the loss is obtained for having set that 

price and not the optimal one in that period. This comparison is the regret. The algorithm has 

been set to have a regret Ꝺ(T1/2), which is a good result and means that when T tends to 

infinity, the regret converges to zero in T1/2, which implies that it needs a smaller number of 

steps for the regret to converge.  
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2.2. Scenarios 

2.2.1. Initial scenario 

In an initial scenario, AdNetwork companies faced repeated auctions as a seller, each with a 

different number of bidders. Each bidder will submit a bid, which will be an unknown and 

random value to other bidders' eyes. The "revenue" is the second highest bid price, and the 

aim is to maximize the profit by considering only the "revenues" from previously recorded 

bids. A fair starting price (reserve or floor price) must be set to do this. The algorithm 

established a mechanism to find the optimal starting price that maximizes "revenue" by 

accessing only two pieces of information: the final "revenues" of the previous auctions and 

the number of bidders that finally participate in each auction (both pieces of information are 

obtained as outputs given by the digital ad auction platforms). After the algorithm's 

development, the game's initial rules changed. 

2.2.2. Current scenario 

In the current scenario, the different bidders have been replaced, and bids are now placed 

through Google's DSP, and Google only sends the winning bid. Under these new conditions, 

there is only access to one bid above the floor price; therefore, whatever the bid's value is, it 

ends up paying the floor price with the consequent loss of profitability. This is why it is 

necessary to create a new algorithm to establish an optimal price within the new market rules. 

3. Formal problem statement and development 

3.1. Mathematical formulation 

Without loss of generality, the algorithm has been designed for prices between 0 and 1, with 

0 being the minimum price and 1 the maximum possible price. This only requires rescaling 

the actual prices according to these limits. The algorithm launches a reserve price, observes 

what happened and does the necessary calculations. Based on these calculations, it chooses 

a new price to maximize the expected revenue and launches it, repeating the process. The 

algorithm was first proposed in (Cesa-Bianchi et al., 2015) as follows. 

The firm conducts an auction to sell an item. In the initial scenario, after the auction, it 

collects 𝑚 ≥ 2 bids: 𝐵1, 𝐵2, . . . , 𝐵𝑚, which are observations of 𝑚 independent and identically 

distributed (i.i.d.) random variables. As indicated, prices will be between zero and one, so 

𝐵𝑖  ∈  [0,1],  𝑖 = 1, . . . , 𝑚. These random variables have a common distribution function 

(since they are i.i.d) 𝐹, arbitrary and unknown, which will show the probability that a bid is 

below a certain value. We will denote 𝐵(1), 𝐵(2), . . . , 𝐵(𝑚) by the statistical order of the bids 

such that 𝐵(1) ≥ 𝐵(2) ≥ ⋯ ≥ 𝐵(𝑚). 
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The algorithm will set a starting price (reserve price hereafter) 𝑝 ∈ [0,1] for the auction, and 

after the auction is conducted, it observes the revenue 𝑅(𝑝), which will depend on the chosen 

reserve price, and the values of the bids, i.e. 𝑅(𝑝) = 𝑅(𝑝;𝐵1, 𝐵2, . . . , 𝐵𝑚) which is defined 

as: 

𝑅(𝑝) =

{
 
 

 
 
𝐵(2) 𝑖𝑓 𝑝 ≤ 𝐵(2)

𝑝 𝑖𝑓 𝐵(2) < 𝑝 ≤ 𝐵(1)

0 𝑖𝑓 𝑝 > 𝐵(1)

 

That is, if bids are received below 𝑝 (or no bids are received), the item is not sold, and the 

"revenue" is zero, and if bids are received above that price, the item is sold to the bidder who 

bids 𝐵(1) at the price of the second highest bid, i.e. 𝐵(2), this 𝐵(2) being the revenue. If the 

item is sold, the middle condition guarantees that the revenue will always have the reserve 

price as the minimum price. However, this information is only obtained a posteriori. When 

the algorithm launches a price 𝑝, it does so, expecting a revenue 𝜇(𝑝) = 𝐸[𝑅(𝑝)], which is 

the expected revenue when the algorithm uses the price 𝑝. With the appropriate mathematical 

manipulations, the expected revenue can be rewritten as: 

𝜇(𝑝) = ∫  
1

𝑝

 𝑥 𝑑𝐹2(𝑥) + 𝑝𝑃(𝐵
(2) < 𝑝 ≤ 𝐵(1)) = 𝐸[𝐵(2)] + ∫  

𝑝

0

 𝐹2(𝑡) 𝑑𝑡 − 𝑝(𝐹(𝑝))
𝑚 

where 𝐹2(𝑥) denotes the probability that 𝐵(2), is less than or equal to 𝑥 (distribution function 

of 𝐵(2) and (𝐹(𝑝))𝑚 is the joint distribution function of 𝐵(1), 𝐵(2), . . . , 𝐵(𝑚) and the price that 

maximizes it:                              𝑝∗ = arg 𝑚𝑎𝑥
𝑝∈[0,1]

 𝜇(𝑝) 

This expected revenue will depend on the bid distribution function, i.e. 𝐹. The algorithm 

allows for cases where more than one bid is received as long as this number constitutes a 

percentage less than the parameter α to be defined later.  

However, in the current scenario where the platform registers only one bid (winning bid in a 

DSP where there are several bidders) and therefore the advertiser always pays the floor price, 

and there is only  access to the value of the winning bids, which are always (or 1-α% of the 

total number of times) the only one above the floor price and to the number of bidders in the 

DSP, if 𝑃𝐹  is the advertiser floor price agreed with the publisher, the revenue function is: 
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𝑅(𝑝) = {

𝑃𝐹 𝑖𝑓 𝐵(1) ≤ 𝑃𝐹

0 𝑖𝑓 𝑃𝐹 > 𝐵
(1)

 

And the scenario differs from the one analyzed in (Cesa-Bianchi, Gentile and Mansour, 

2015). It is different in that information is only available for the highest bid and not for the 

second bid, as the floor price is always paid when only one bid is received from the Demand 

Side Platform. That is, everything must be inferred from the distribution function of the 

highest bid 𝐹1. Let 𝐹1 denote the distribution function of 𝐵(1). This function will indicate the 

probability that the winning bid is less than or equal to a certain value. Thus, 𝐹1(𝑥) indicates 

the probability that the value of the highest bid, i.e. 𝐵(1), is less than or equal to 𝑥, while 

𝐹2(𝑥), as indicated, indicates the probability that 𝐵(2), is less than or equal to 𝑥. 

At this point, it is necessary to establish a lemma whose demonstration has been developed 

but can also be mathematically intuited. The algorithm is going to raise the floor price in 

order to receive it as revenue constantly. It will raise it according to the values of the first 

bids and the revenue it obtains from the net increase in impressions that it stops obtaining 

when advertisers are unwilling to pay these higher floor prices. In this circumstance, if the 

algorithm can only access the winning bids on the floor price and the number of bidders in 

the DSP, it is possible to establish the revenue function and optimal price as: 

𝑝∗ = arg 𝑚𝑎𝑥
𝑝∈[0,1]

 𝜇(𝑝) = arg 𝑚𝑎𝑥
𝑝∈[0,1]

 𝐸[𝐵(2)] + ∫  
𝑝

0

𝐹2(𝑡)𝑑𝑡 − 𝑝(𝐹(𝑝))
𝑚

 

≡ arg 𝑚𝑎𝑥
𝑝∈[0,1]

 𝐸[𝐵(1)] + ∫  
𝑝

0

𝐹1(𝑡)𝑑𝑡 − 𝑝(𝐹(𝑝))
𝑚 = arg 𝑚𝑎𝑥

𝑝∈[0,1]
 𝜇(1)(𝑝) 

As the function (𝐹(𝑝))𝑚 is not available, an approximation is computed from what is 

available, which is the distribution 𝐹(1).  

𝐹1(𝑝) = 𝛽((𝐹(𝑝))
𝑚) = 𝑚((𝐹(𝑝))𝑚)

𝑚−1

𝑚
− (𝑚 − 1)((𝐹(𝑝))𝑚) for 𝑚 ≥ 2 

So:                          𝜇(1)(𝑝) = 𝐸[𝐵(1)] + ∫  
𝑝

0
 𝐹1(𝑡) 𝑑𝑡 − 𝑝𝛽

−1(𝐹1(𝑝)) 

If 𝑚 = 1, then the joint distribution function (𝐹(𝑝))𝑚 corresponds to the observed 

distribution, i.e. 𝐹1(𝑝). 
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From here, the designed algorithm works in each auction as follows. In auction 𝑡, it will set 

the price 𝑝𝑡 , and will have a revenue after the auction of 𝑅𝑡(𝑝𝑡) = 𝑅(𝑝𝑡; 𝐵𝑡,1, 𝐵𝑡,2, . . . , 𝐵𝑡,𝑚) 

which is a function of the random variables 𝐵𝑡,1, 𝐵𝑡,2, . . . , 𝐵𝑡,𝑚 in the auction or time 𝑡. The 

price given by the algorithm will depend on the previously observed 𝐵(1) and the floor price, 

and therefore on the past bids, as it learns and updates from them. 

Thus, given a sequence of reserve prices 𝑝1, 𝑝2, . . . , 𝑝𝑇  set by the algorithm, the cumulative 

regret up to 𝑇 will be given by:   

Σ1
𝑇(𝜇(𝑝∗) − 𝜇(𝑝𝑡)) 

Therefore, the regret (the reliability or goodness of an algorithm) will be a random variable 

since it depends on 𝑝𝑡 , which will depend on the previous revenues that will depend on 

𝐵1, 𝐵2 , . . . , 𝐵𝑚. 

It is important to note that we do not have access to the actual distribution of 𝐵(1), which is 

unknown, but to its empirical distribution function, which allows us to calculate the 

equivalent revenue 𝜇(1)(𝑝) that provides the same maximizer as the expected revenue 𝜇(𝑝). 

The algorithm works in stages. In each stage, the algorithm is run a certain number of times 

with the same reserve price. This is necessary to obtain the empirical distribution function of 

𝐵(1), i.e. 𝐹1. In principle, it is assumed that the algorithm will run a total number of 𝑇 times. 

• Stage 1 will contemplate 𝑇1 auctions (implementations of the algorithm), and 

therefore the price it will use will be 𝑝𝑡 = 𝑝̂1;  𝑡 = 1, . . . , 𝑇1. 

• Stage 2 will contemplate 𝑇2 auctions (implementations of the algorithm), and 

therefore the price it will use will be 𝑝𝑡 = 𝑝̂2;  𝑡 = 𝑇1 + 1, . . . , 𝑇1 + 𝑇2. 

• And so on. 

In this way, the algorithm will produce reserve prices of 0 = 𝑝̂1 ≤ 𝑝̂2 ≤. . . ≤ 1. They are set 

from an interval built according to a signification level α, choosing the price from this interval 

that minimizes risk subject to constraints related to the distribution function. The total number 

of stages is denoted as S (stages). It is shown mathematically that for the algorithm to have 

the agreed regret, each stage must have a number of implementations or auctions 𝑇𝑖 = 𝑇1−2
−𝑖

. 

From here, the number of stages, or at least their upper limit, can be determined so that 𝑆 ≤

⌈2log2 log2 𝑇⌉, i.e. it shall be set to the smallest integer not less than 2log2 log2 𝑇. The total 

cumulative regret of the algorithm shall be:       

Σ1
𝑆(𝜇(𝑝∗) − 𝜇(𝑝𝑖))𝑇𝑖  
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4. Special cases 

4.1 Treatment of the algorithm when the number of bids is not known 

In this case, the number of bids is not known. However, a limited number of different floor 

prices can be set for different advertisers. In this way, each advertiser who wants to advertise 

sees a different price set, depending on the algorithm that predicts how much they are willing 

to pay. According to empiric approaches (Seljan et al., 2014; Ballesteros et al., 2015), it could 

be assumed that the number of bidders follows a discrete normal distribution: 

𝐻(𝑚) = 𝑃(𝑀 = 𝑚) =
𝑒
−1
2𝜎2

(𝑚−𝜇𝑚)
2

Σ𝑚𝑖
𝑒
−1
2𝜎2

(𝑚𝑖−𝜇𝑚)
2
,𝑚𝑖 = −∞,… ,−1,0, +1,… ,+∞ 

Thus, the expected revenue will be:    𝜇(𝑝) = 𝐸𝑀𝐸[𝑅
𝑀(𝑝)] = 𝐸𝑀𝐸[𝐵𝑀

(2)
] +

∫  
𝑝

0
𝐸𝑀[𝐹2, 𝑀](𝑡)𝑑𝑡 − 𝑝𝐸𝑀[𝐹

𝑀](𝑝) 

Where 𝐸𝑀[𝐹
𝑀](𝑝) can be estimated from the support function 𝑇(𝑥) = Σ𝑚=2

∞ 𝐻(𝑚)𝑥𝑚 and 

its auxiliary function 𝐴(𝑥) = 𝑇(𝑥)(1 − 𝑥)𝑇′(𝑥) with the appropriate mathematical steps 

(Cesa-Bianchi et al., 2015). 

5. Conclusions 

This paper extends the problem of optimal price flor in real time bidding auctions for 

advertising in current scenarios where a DSP acts as a filter and only one bid is received by 

the AdNetwork and thus, the price paid corresponds to the reserve price. It also materialized 

the case in which the number of bidders is unknown using the normal discrete distribution. 

After an evaluation period carried out by an Andalusian digital marketing agency (Creafi), 

the revenue after using the algorithm described in section 4 increased by 127% compared to 

the revenue obtained if the default price agreed with the publisher had been used. 
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Abstract 

This paper proposes the use of time-series-based forecasting methods to 

identify the main predictor variables of prices in hotels located in the city of 

Barcelona. However, in contrast to previous works, the research focusses on 

online prices, i.e., the prices set by hotel companies' revenue management 

algorithms, rather than purchase prices. For the training of the time series, a 

dataset of hotel prices offered on Booking.com with a horizon of zero days in 

advance has been used. In addition to the price series itself, a set of 

exogenous variables has been included to improve the predictive capacity of 

the model. As a result, the relative importance of the lags of the endogenous 

variables and of the exogenous variables, as well as the prediction error, 

have been obtained. The lag is the main variable in the determination of the 

forecast and, more specifically, those referring to one day-, one week-, and 

one month-lags. 

Keywords: Hotel price; Time series; autoregressive models; Revenue 

management. 

This publication is part of the project TED2021-130406B-I00, funded by 

MCIN/AEI/10.13039/501100011033 and by the European Union 

"NextGenerationEU"/PRTR, and the authors would also like to thank the 

company BeonX, S.L. for their collaboration 

5th International Conference on Advanced Research Methods and Analytics (CARMA2023) 
Universidad de Sevilla, Sevilla, 2023

This work is licensed under a Creative Commons License CC BY-NC-SA 4.0
Editorial Universitat Politècnica de València 259





 

 

 

 
 

  

  

Some empirical observations on price patterns in online stores  
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Abstract 

This study aims, through a short experimentation, to empirically identify price 

patterns in popular products from large online retailers. A set of 35 products 

and prices were monitored for 15 days, three times per day. Three simple price 

patterns were identified, and four patterns involving two or more sellers were 

described. The simple price patterns were Temporary rises and fall of prices, 

Alternation between two prices, and Ladder steps of prices.Compound pattern 

prices were Price chasing, Price exchange, Mimic at a lower or similar 

minimum prices, and Conditioned appearance, most of them described in 

economic literature. This research does not discuss the use of algorithmic 

pricing when setting prices by online retailer but it could be involved. Next 

steps in this research consider to wider the number of analyzed products and 

to increase the frequency and time of their monitoring. 

Keywords: price patterns; algorithmic pricing; pricing technology; online 

retailers. 
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1. Introduction 

Pricing technology has recently attracted the attention of academics, practitioners and  

regulators. Although the use of pricing algorithms has a long history (Calvano et al., 2020), 

concerns about algorithmic collusion have only recently emerged due to the increased 

sophistication of learning algorithms and their propensity to uncover collusive pricing rules. 

The literature regarding collusive associations and pricing technology is vast. To cite a few, 

the degree of synchronization in price changes in online markets was studied by 

Gorodnichenko & Talavera (2016). Cavallo (2018)  studied the online competition based on 

algorithmic pricing technologies on large retailers using different categories of products. 

Brown and MacKay (2021) studied the price time series of allergy drugs from five online 

retailers in the United States, and the reaction to price products among rivals.  

This study aims through a short experimentation to empirically identify price patterns in 

popular products from large online retailers. For that pupose, a set of 35 products and prices 

were monitored during 15 days. Methodology applied is described in Section 2, and main 

price patterns identified are described in Section 3. Final conclusions are provided in Section 

4. 

2. Material and methods 

To monitor the progress of prices and detect identifiable patterns, prices from 35 consumer 

products were observed during 15 days (from 5th Febrary to 20th February 2023) in online 

market places in Spain, three times per day. Products categories were Electronics (20 

products, e.g., Apple Iphone 11 64 GB Black), Home (two products, e.g., Philips Wake-up 

Light HF3500/01), Kitchen (five products, e.g., Cafetera Bialetti Venus, 6 cups), Toys (four 

products, e.g., LEGO 71043 Harry Potter Hogwarts Castle Model) and Handicraft (four 

products, e.g., Fimo Soft Modelling Clay, Lemon, 57 g). Online market places selling these 

products were obtained from Google Shopping, and later these products located on these 

markets and the product pages were web-scrapped and parsed the resulting html files. 

Similarly, the same 35 analyzed products were identified in Amazon online store since was 

not provided by Google Shopping. Then, products were matched in Amazon according to 

their similar name, characteristics and price of those analyzed products in Google Shopping. 

A longitudinal database of 12206 observations, and time, product, online seller and price 

variables were built after processing each product page. Those merchants renting any of the 

analyzed products were not considered, as well as those product pages in which the price of 

the product was temporarily hidden. When an online seller was present multiple times (e.g., 

Fnac and Mediamarkt, which have multiple online shops in Spain) just two online shops were 

considered, namely, the one closest to the place from where the research was carried out 

(Seville, Spain) and the one with the lowest price of the product, most of the times coinciding 
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in price (e.g. uniform pricing) (Cavallo, 2018). Some sellers were found to be associated with 

other merchants like eBay. 

3. Results and discussion 

Analyzed products were sold by 156 online sellers, and as expected, the higher frequency of 

change of process were found in Electronics category (results not shown). Some recurrent 

dynamic of price changes were analyzed by sellers when selling the same product over time, 

and some common pattern were detected. Some of these patterns was identified for a single 

merchant (simple patterns), and in conjunction with others (composite pattern). Most of the 

observed price patterns can be present individually or in combination. Next is illustrated and 

described those types of patterns.  

3.1. Simple patterns 

These patterns were detected in Amazon, asgoodasnew.es, ebay.es and Acelstore, mostly on 

mobile phones. 

(1) Temporary (and drastic) rises or falls. This happens when product prices are suddenly 

rised or dropped to later return at the prior or similar price within hours. In Figure 1 (left), it 

is illustrated a 46.6% increase in the price of Amazon’s Samsung Galaxy S22 Ultra SM-

S908B 17.3 cm. At the center, the price of Sony Playstation 5 Standard Edition - 825GB 

White was 50.9% raised by ebay.es. In this latter case, prices before and after the rise are 

different. The magnitude of the rise or drop can be very varied, as in the Figure 1 (right) in 

the case of Apple iPhone XR Black 64 GB sold by ebay.es, with a 25.2% price drop. This 

price dispersion in online retailers was described by Duch-Brown & Martens (2014) but in a 

longer period of time and not on a hourly basis like in this study. 

 

Figure 1. Occasional dizzying rises and falls 

(2) Alternation between two prices. The price of the Apple iPhone 8 64GB Gray alternates 

between two set prices, that can vary over time. In Figure 2 (left) the price was set to 260.9€ 
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and 438€ by ebay.es. On the right, and for the same product, asgoodasnew.es set the prices 

initially at 195€ and 245€, and some hours laters at 175€ and 225€. The range of prices is 

constant in Figure 2 (right).  

 

Figure 2. Alternation between two prices 

(3) Ladder steps. This dynamic reminds the steps of a ladder, with variation in the height 

and wide (time) of the step. Figure 3 (left) shows this pattern for the Apple iPhone 11 64 GB 

Black sold by Acelstore. The prices ranged from 317€ to 377€ in three steps, two of them at 

327€ and the last one at 333€. At the center, the price of  Sony XDRS41DB.EU8 – Portable 

Digital Radio sold by Amazon begins at 77.99€ and ends at 98.11€, with two intermediate 

steps at 87€ and 90€.  

 

Figure 3. Staircase with different height steps 

3.2. Compound patterns 

These price dynamics imply at least to two sellers selling the same product, and in some cases 

can be observed a combination of them, as in the simple patterns. 
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(1) Price chasing. One seller prices like the other seller, or approximately. In Figure 4, 

Amazon and Mediamarkt price DJI Mini 2 Fly More Combo (Dron) with the same value 

during 15 days, except at particular occasions, in a raising trend. This trend was no observed 

in a descensing fashion in neither of the products observed in this study. For the sake of 

clarity, another MediaMarkt shops was omitted in the graph, with the same dynamic as its 

homologous. 

 

Figure 4. Price chasing 

(2) Price exchange. Two players exchange the price at a given time. This is illustrated in 

Figure 5 at prices 959.9€ and 1099€ for the Samsung Galaxy Z Flip4 5g 128GB Grey sold 

by MediaMarkt and the manufacturer of the mobile telephone. 

 

Figure 5. Price exchange 
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(3) Mimic at a lower or similar minimum prices. Two sellers show the same dynamic of 

prices, but with a different minimum price. In Figure 6 (left), the price for Apple iPhone 8 

64GB Gris sold by asgoodasnew.es and ebay.es show different range, but the pattern is 

similar. One of the seller keep lower prices than the other one. On the right, the difference 

between the minimum prices for the iPhone 12 128GB Black Apple is lower than in the 

previous case. This could be referred as a low-price matching practice in literature (Deck & 

Wilson, 2000). Figure 6 (left) shows a combination of the simple patterns 1 and 3 (Temporary 

and drastic rises and falls, and ladder steps).  

 

Figure 6. Mimic at different or similar minimun prices 

(4) Conditioned appearance. The intermittent appearance on some sellers could be 

conditioned by the presence of other sellers. This could be the case of Fnac, ShopDutyfree.es 

and Swappie on the Apple iPhone 12 - Black, 128GB. In few occasion the three sellers appear 

simultaneously. 

 

Figure 7. Conditioned appearence 
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These described patterns are a simple empirical description of the observed price dynamics 

for some of the selected products for this study. Therefore it is not considered possible causes 

conditioning such dynamics, as stock status, local seasonal changes, special offers on 

products, trade rules or collusive agreements among sellers which are difficult to evaluate, to 

name just a few. Also the human intervention or the automate price-setting using sotware 

tools (algorithmic pricing) are not assessed. However, patterns described in this work as the 

compound pattern 1 (price chasing) make difficult to believe an human decision-maker 

behind that pattern, given the high frequency of price changes within hours. Sample of 

products selected for this study are popular, but few in number. In the simple described 

patterns, more than one example has been choosen to illustrate the price dynamic, however, 

just one in the case of the compound ones, since it should require to wider the span of the 

research for finding the compound patters in repeated occasions to agreed them. Further 

research includes to extend the observational period of prices, extend the list of products to 

be observed over time, and increase the observation frequency of prices. 

4. Conclusions 

This empirical study aimed to describe observational patterns of prices in online platforms. 

For that purpose, 35 popular products sourced using Google Shopping were scrapped from 

online market places and monitored during 15 days. Three simple patterns were detected and 

two examples of each provided (e.g., temporary rises and fall of prices, alternation between 

two prices and ladder steps of prices). Besides, four price patterns implying two or more 

sellers were also described (e.g., price chasing, price exchange, mimic at a lower or similar 

minimum prices and conditioned appearance). Given the high frequency of price changes 

observed, it seems algorithmic pricing could be operating on price decisions. Next steps in 

this research consider to wider the number of analyzed products and to increase the frequency 

and time of their monitoring.  
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Abstract 

Studying policy uncertainty contained in collections of documents has been a 

major task for political researchers and economists, who aim at measuring this 

degree exclusively with wordlists and topic models to feed further econometric 

inferences or test hypotheses. Such bag-of-word applications constrain the 

analysis and cannot render a clear picture of uncertainty drivers and their 

persistence, even if semi-supervised strategies may offer coherent 

improvements at the topic level. This work proposes a semantic search 

strategy, using Top2vec, to identify sources of uncertainty, at the debate level, 

and uncover coherent topics whose representations will be used to get 

uncertainty prevalence within each debate. Unlike aggregate-level 

measurements, this strategy is suited to study per speaker contributions at 

central banks, where uncertainty is regarded as a forward guidance tool and 

a key strategy when devising monetary policy actions. Applied to FOMC 

transcripts (1994-2016), the resulting semantic space yields non-overlapping 

topic vectors indicating a dominance of economic discussions in uncertainty 

formation within committee meetings, while risks concerns are bounded to 

financial markets and investments using an investor jargon. Moreover, results 

demonstrate the importance of experts' contributions in steering the economic 

debate, hence coloring uncertainty with words not found in traditional 

uncertainty wordlists and diffusing a significant persistence to uncertainty 

prevalence during debates that exhibits fractal patterns. 

Keywords: Uncertainty; Semantic search; Topic models; Monetary policy 
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1. Introduction 

Narrative economics (Shiller, 2017) popularized the already existing interest in extracting 

information from data using a variety of techniques, often borrowed from machine learning, 

and use the results as covariates to augment further inferences (Gentzkow, 2019). Social 

scientists, as opposed to computer scientists, pay attention to results but not the techniques 

used, resulting in a dominance of bag-of-word methods when it comes to analyzing text data. 

This strategy, even if it succeeds in uncovering latent patterns, remains suboptimal and 

constrained (Grimmer and Stewart, 2013). It overlooks the semantic features stemming from 

documents (Ash et al., 2021), crucial to understanding narrative signals authors try to send 

throughout their texts. 

Advances in natural language processing investigated the importance of context words and 

the possibility to transform words into vectors encompassing the semantic and syntactic 

meaning, also known as distributional representation (Mikolov et al., 2013). This concept 

was later extended at the paragraph or document level (Dieng et al., 2019) and adopted by 

other architectures (Angelov, 2020) that make use of a dual word-document embedding to 

efficiently search for meaningful and coherent representations. 

Central banking, as an active economic field of interest, witnessed several contributions 

belonging to the text-as-data fashion. Mostly to gauge sentiments communicated by available 

corpora or to scale central bankers (Baerg and Lowe, 2020) for an understanding of potential 

partisanship among monetary policy members or investigate transparency within these 

committees (Hansen et al., 2018). However, communication-specific characteristics as for 

ambiguity (Baerg, 2020) and consensus (Meade and Stasavage, 2008) make it difficult to 

discern intrinsic features as for uncertainty, which is considered as a forward guidance tool 

in modern central banking (Greenspan, 2004). The existing indices employed to gauge 

uncertainty based on word counts (Baker et al., 2016) were found to be informative and able 

to be augmented with further machine learning techniques to improve their accuracy 

(Tobback et al., 2018). But they fail to determine sources of uncertainty and tie them to 

specific topics of interest that better explain the context used for such assertions. Moreover, 

the availability of sentiment dictionary or wordlists for uncertainty (Loughran and 

McDonald, 2011) cannot guarantee an effective application as context words, being corpus-

specific, are often ignored when building such indices, despite being able to confirm 

hypotheses and meet economic developments.  

Particularly, Federal Open Market Committee (FOMC) transcripts have been widely 

investigated to assess the communicative content as for transparency (Hansen et al., 2018), 

scaling members' preferences (Baerg and Lowe, 2020) or assessing objectives (Shapiro and 

Wilson, 2019). Their public release, although with a five-year delay, came as a transparency 

effort toward a more public-oriented monetary policy, so to end the long-standing secrecy 
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that prevailed until the end of the 1980s, in what was qualified as monetary mystique 

(Goodfriend, 1986). 

We propose in this paper a semantic, topic-based approach to assess policy-based uncertainty 

using Top2vec algorithm, to identify relevant topic structures and terms semantically related 

to uncertainty from the collection of FOMC transcripts. While usual probabilistic bag-of-

word methods use word frequencies to learn global topic structures, they do not fit corpora 

with a debate structure, which requires specifications to learn local topics. Moreover, the use 

of prior information as for pre-trained embedding models might be useful to get coherent 

topics but comes embedded with an information bias (Papakyriakopoulos et al., 2020) when 

applied to domain-specific corpora. We argue that semantic search strategies are better suited 

to uncover semantic uncertainty as explained by (Szarvas et al., 2012) without further 

requiring post-hoc inferences or prior information from external sources. Nonetheless, it is 

possible to detect uncertainty origins and study their persistence within each debate to 

quantify its memory occurrence using Rescaled Range (R/S) Analysis (Mandelbrot and van 

Ness, 1968). 

Applied to the corpus of per-speaker FOMC transcripts in the United States (1994-2016), the 

methodology uncovered a macroeconomic color of uncertainty, stemming from economic 

debates and forecast-based discussions at the meetings, while risk concerns seem to target 

mostly financial markets. Policy discussions confirm the consensus feature of central bankers 

and remain exclusively steered by FOMC members, who are prone to use a more neutral, 

ambiguous tone than in economic debates.   

Our paper makes two distinct, significant contributions. In topic models, we demonstrate the 

efficiency of semantic search models and their ability to uncover local topics when analyzing 

debate-structured corpora, freeing the analysis from potential biases arising when 

overlooking the debate dimension. In policy analysis, we reinforce the policy context by 

searching topics, documents and words related to a specific domain or task from the source, 

instead of doing it at the word level. This enables us to get an extended representation of 

semantic uncertainty (Szarvas et al., 2012). Moreover, we introduce the concept of subject 

persistence within debates by studying the statistical properties of persistence measurements 

as for Hurst exponent (Mandelbrot and van Ness, 1968), to examine the regular use of 

uncertainty within monetary policy debates. 

2. Methodology 

Traditional topic models are based on the Dirichlet distribution, which is not sequential and 

unable to capture time-based topics and unbiased topic prevalence over time. For the case of 

debates, the use of a dynamic topic model is problematic, as defining a time frame to learn 

topics could be biased. This is due to debates might be fierce targeting few topics or with a 
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broad spectrum, spanning over many topics. The relatively small size of debate contributions 

makes it very difficult to capture the rhetoric used by the speakers when adopting a bag-of-

word strategy. We argue that semantic representations make it possible to quantify/study a 

given subject, whether be it a topic of a keyword, and track its prevalence throughout the 

debate by computing a persistence index, as for Hurst exponent (Mandelbrot and van Ness, 

1968), that informs us about its relative incidence throughout the debate. A fierce debate 

dealing with a given subject is likely to demonstrate persistence, denoting a permanent 

prevalence that needs to be captured via a measure, while a vague debate has mostly anti-

persistent, short memory patterns. The Hurst exponent, resulting from the Rescaled Range 

Analysis (Hurst, 1951), is used to measure the degree of variability associated with a given 

time series. It is linked to a geometric measure of irregular shapes known as the fractal 

dimension (Mandelbrot and van Ness,1968).   

For the case of monetary policy practices, debates are not known to be fierce, even if dissents 

are likely to happen but not explicited (Meade and Stasavage, 2008) either in the resulting 

transcripts of when casting votes. This reinforces the hypothesis that a subject occurrence 

within a single debate is likely to have a limited variability that could be gauged via a unique 

fractal dimension. It results, in this paper, the application of the R/S Analysis within each 

debate on the computed uncertainty scores for each contribution so to give an unbiased 

measure of how uncertainty was persistent during the FOMC meetings. 

3. Data and Results 

FOMC transcripts from 1994 to 2016 were gathered from the Federal Reserve website, 

consisting of 250 documents featuring mostly meetings transcripts as well as transcribed 

conference calls. Texts were cleaned and decomposed into individual contributions (54,173 

entries), so to stress out the debate dimension and an equal weight for each participant at the 

meetings. Such a scheme maximizes topic detection and will not overlook small contributions 

that may appear as distinct topics related to the studied task.  

Applying Top2vec to the corpus yields 463 local topics related to monetary policy committee 

inner functioning, where uncertainty-content is correlated to situations where information is 

vague, ambiguous, or misleading. 

Table 1 shows the 10 most correlated topics with the word uncertainty. Topics 1, 3, 8 and 9 

comprise technical terms used at presentations, usually conducted by economists related to 

the economic status, while other topics seem to be related to the international environment 

(topic 2), housing sector (topics 4 and 7), and economic analysis (topics 5 and 9). 
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Table 1. Top 10 topics correlated with "uncertainty" and their 10 most related words 

Topic 1 Topic 2 Topic 3 Topic 4 Topic 5 

error war tendencies weak moderation 

bands terrorist projections ui premia 

intervals invasion italics housing empire 

errors iraq narratives household reassuring 

fan kuwait assessments deleveraging downside 

frb knightian tendency labor trajectory 

interval geopolitical panels availability risk 

stochastic military your drags outlook 

width gulf column households portend 

model scandals clustered consumer benign 

     

Topic 6 Topic 7 Topic 8 Topic 9 Topic 10 

contacts burn fan okun unhinged 

sixth resets charts law smidgen 

atlanta tapped bands nairu mishkin 

directors subprime nondissenting gap blips 

anecdotal mortgages obligated relationship bad 

retailer conduits dissenters model knightian 

reports delinquencies errors intercept nimble 

optimism jumbo histogram statistical loop 

regards sheets width regularity pray 

reported uninsured nonvoters arguable very 

 

Source: Authors’ own calculations. 

The top 10 topics in table 1 are weakly correlated with the word “uncertainty” and the 

correlation coefficient ranging from 17% to 25%. Table 2 confirms the dominance of the 
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forecasting jargon, where the top 20 words correlated with the term uncertainty are given, 

along the cosine similarity of their respective vectors, taken from the Top2vec semantic 

space. 

Table 2. Top 20 words correlated with the word "uncertainty" and their correlations given by 

the cosine similarity. 

Word Correlation Word  Correlation 

 uncertainties 

uncertain 

surrounding 

confidence 

many 

around 

see 

about 

given 

considerable 

0.694 

0.659 

0.637 

0.624 

0.593 

0.576 

0.565 

0.561 

0.557 

0.554 

regarding 

risks 

face 

potential 

there 

outlook 

sense 

of 

still 

more 

0.550 

0.547 

0.546 

0.545 

0.545 

0.545 

0.544 

0.543 

0.541 

0.540 

Source: Authors’ own calculations. 

 

The cluster of documents formed by the reduced semantic space will be used to get the 

correlation of each individual level contribution with the word “uncertainty”. In other terms, 

each speaker in each meeting gets a score that translates the degree of uncertainty used in 

his/her contribution during the FOMC meetings.  

It results in the estimation of uncertainty persistence at each meeting using rescaled range 

analysis, namely, the Hurst exponent, which provides a good measurement of persistency for 

time series data. For values of Hurst exponent ranging from 0 to 0.5, the series is said to be 

an anti-persistent, mean-convergent process, while values from 0.5 to 1 indicate a persistent 

process that digresses from the mean. A 0.5 value indicates a memoryless process, known as 

the Brownian motion. 
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Figure 1. Estimated uncertainty persistence using Hurst exponent within each debate. Blue line is the Loess 

smoothed curve. Source: Authors’ own calculations. 

 

Figure 1 shows an overall erratic, highly volatile persistence, with an anti-persistent epsidode 

during the period 1999-2001 that could indicate a frequent use of unsure wording/rhetoric in 

the debates. Overall, Hurst exponent demonstrates a significant occurrence of uncertainty-

related contributions, which could be interpreted as a specific consensus shared by some 

members, or a herding, at the contrast of a general consensus (Baerg, 2020; Meade and 

Stasavage, 2008) that was found prevailing at the FOMC meetings. In other terms, a member 

hinting uncertainty is likely to be followed by others who do the same, therefore leading to a 

Hurst exponent exceeding 0.5. Rarely, the Hurst exponent records values at 0.3 or below, 

which could be interpreted as a polarization of the debate around uncertainty. 

4. Conclusion 

Uncertainty, as an adopted strategy by central bankers, remains difficult to pin down with 

automated text analysis. Given the necessity to perform such granular tasks, learning local 

structures via topic vectors helped to identify sources of uncertainty at FOMC meetings, 

consisting mainly of the use of forecasters' jargon by economists, rather than policymakers. 

The idea of topic persistence was introduced to gauge the variability of uncertainty-related 

contributions within each meeting. The Hurst exponent, as a persistency measurement, 

indicated a clear persistent trend, if we except periods of recession/crises that showed an anti-

persistent behavior. These findings confirm consensus being a key feature of modern central 

banking communication. Latent differences among speakers regarding uncertainty were 

found to be linked to the economic outlook, usually debated at the opening of the meetings, 

with the use of proper words related to economic forecasting. 
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Abstract 

This paper presents a method for estimating the conditional and joint 

probability densities of multiple random variables using quantile regression, 

established by Koenker and Bassett (1978), for which the statistical inference 

has been extended to the field of time series analysis by Koenker and Xiao 

(2006). We provide a simple and robust framework for estimating auto-

regressive, conditional densities, allowing for inference not only on the 

conditional density itself but also on functions of the modeled random 

variables, such as option prices. In our application, we demonstrate 

theoretically, via a simulation study and in out-of-the-sample density forecasts 

the effectiveness of our approach in estimating option prices with confidence 

bounds implied by the estimation method. Our findings suggest that quantile 

autoregression is effective in forecasting conditional densities and can be used 

for option pricing. The flexibility of our method in incorporating conditioning 

information, such as past returns or volatility, has the potential to further 

improve forecasting accuracy. 

Keywords: Quantile Regression, Conditional Density Forecasts, Option 

Pricing 
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Spatial distribution of health care facilities in City of Cape Town, 
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Abstract 

Health care in South Africa is the fourth largest item of government 

expenditure. Most South Africans do not have medical insurance and 

therefore seek medical care from public health care facilities such as public 

hospitals, clinics and community day centres. In City of Cape Town (CoCT), 

in 2016 there were 149 health care facilities and in 2023 this number 

increased to 160 facilities with an annual growth rate of 1.19%. The 

population in 2016 was 4 million and in 2021 it is estimated as 

approximately 4.76 million which indicates an annual growth rate of 3.5% 

between 2016 and 2021. The annual growth rate of health care facilities 

(primarily representing data applicable to the City of Cape Town’s 

Environmental Health Department) is clearly not matching the annual 

growth rate of the population which is potentially a big problem in a fast 

growing region like CoCT. The main aim of this paper is to analyse the 

distribution of health care facilities (clinics, hospitals) within the City of 

Cape Town, South Africa using spatial kernel density estimation methods and 

explore what factors affect the number of health care facilities within each 

ward using generalized linear models. 

Keywords: Health care facilities; spatial distribution; geographically 

weighted poisson regression. 
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1. Introduction 

City of Cape Town (CoCT) is the only metropolitan municipality in the Western Cape 

province of South Africa that is the home for the Mother City, Cape Town. The 

municipality is made up of 111 wards and as of the latest available 2011 census data, the 

total population of the municipality is 3,740,026. According to city’s measures the 

population in 2016 was 4,005,016 and in 2021 it is estimated as approximately 4,758,433. 

The very recent census results are not published yet however it is in no doubt that the city is 

growing fast with an annual growth rate of 1.38% from 2011 to 2016 and 3.5% from 2016 

to 2021. One of the main challenges that South Africa faces is the access to health care 

services, most people do not have a medical insurance and they seek the services from 

public health care facilities. Health care facility point pattern distribution in 2021 is 

provided in Figure 1, where the point pattern plotted over the population measures within 

wards is provided on the left and on the right pane, the pattern is plotted over the total 

number of health care facilities within each ward. It is clear that highly dense areas have 

fewer number of health care facilities compared to less populated areas. Considering that 

most South Africans take public transport to get to work and to access the services provided 

within the municipality, it is crucial to explore the distribution of health care facilities 

within the CoCT.  

 

Figure 1. CoCT health care facility distribution overlaid on Left: CoCT population distribution in 2011 (census 

data), Right: CoCT ward level health care facility count. 
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In this paper, the intensity of the health care facilities will be estimated using kernel 

smoothing estimation method and thereafter the total number of health care facilities within 

111 wards will be modeled using generalized linear models. There are in total 160 health 

care facilities, of which 70 of them are clinics, and 48 of them are hospitals (district, 

regional, psychiatric, tertiary and private hospitals). The data is obtained from City of Cape 

Town’s open data portal which provides publicly accessible data. “Access to City 

information helps to increase transparency, as well as benefit the wider community and 

other stakeholders” (CoCT Open Data Portal). There are very few studies making use of 

the data available and analysing with appropriate methods. This research aims to use the 

health facility data to provide insight on the disparity of the distribution of the facilities 

within the city. 

2. Spatial Kernel Density Estimation 

Spatial point patterns can be completely random, clustered and regular within a bounding 

region (𝐴). A completely spatial random (CSR) point process, often associated as 

homogeneous poisson process (HPP), asserts that the number of events in a quadrat 𝑎𝑗 with 

area |𝑎𝑗| follows a Poisson distribution with mean 𝜆|𝑎𝑗| =
𝑛(𝑋)

|𝐴|
|𝑎𝑗|  where 𝜆 is the expected 

number of points within region 𝐴 and 𝜆̅ =
𝑛(𝑋)

|𝐴|
 is the unbiased estimate of the true intensity. 

The second assumption asserts that given n events 𝑥𝑖 in a region 𝑎𝑗, the 𝑥𝑖 are an 

independent random sample from the uniform distribution on 𝑎𝑗 (Cressie, 1991, pp.586). 

There are many different measures that can be calculated to test for completely spatial 

random processes. Quadrat counting and the associated chi-square test, distance methods 

and second order statistics are a few of many ways to explore divergence from CSR. In 

most cases, such as the distribution of the health care facilities, it would be naïve to assume 

CSR and therefore best practice would be to estimate a varying intensity rather than a 

constant one. The estimation of the intensity that varies over the location (𝜆̂(𝑥)) is known 

as the inhomogeneous poisson process (IPP) which is a generalisation of CSR. For IPP, the 

estimation of the intensity can be done by means of non-parametric kernel smoothing or by 

means of a parametric function for the intensity whose parameters are estimated by 

maximising the likelihood of the point process. Non-parametric kernel smoothing estimator 

is provided in the following equation (Bivand et al., 2008, pp.165): 

𝜆̂(𝑥) =
1

ℎ2
∑𝜅(

‖𝑥 − 𝑥𝑖‖

ℎ
)

𝑛

𝑖=1

/𝑞(‖𝑥‖) 
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where 𝜅(𝑢) is a bivariate and symmetrical kernel function (such as quartic - spherical 

kernel) and 𝑥1, 𝑥2,…, 𝑥𝑛 are the data points. 𝑞(‖𝑥‖) is the border correction to compensate 

for the missing observations that occur when 𝑥 is close to the border of the region 𝐴. In this 

paper, border correction is not a concern since the entire region (CoCT metropolitan 

municipality) is under study. Finally, the bandwidth h measures the level of smoothing 

where small values will produce very peaky estimates, and large values will produce very 

smooth functions. CoCT health care facility intensity is explored in R (R Core Team, 2022) 

with spatstat package (Baddeley, et al., 2015) using 7x7 and 10x10 quadrats and 

corresponding chi-square tests. The results from quadrat tests are provided in Figure 2 left 

and middle panes. According to the results, it is evident that the intensity is not constant 

across the study region and therefore it is important to estimate the intensity that varies over 

location. The estimation of health care facility intensity varying over the study region has 

been done using kernel density estimation with a bandwidth optimized using cross 

validation of the minimization of mean-square error criterion formulated in Diggle (1985). 

 

𝜒2 = 222.12 

(𝑝 − 𝑣𝑎𝑙𝑢𝑒 ≪ 0.001) 

 

𝜒2 = 294.76 

(𝑝 − 𝑣𝑎𝑙𝑢𝑒 ≪ 0.001) 

 

 

Figure 2. CoCT health care facility quadrat counts and chi-square test results for Left: 7x7 quadrats, Middle: 

10x10 quadrats. Right: CoCT health care facility kernel density estimation. 

3. Geographically Weighted Poisson Regression 

To model the health care facility counts within wards, Poisson regression specific to count 

data will be utilised. Since the number of health care facilities are different locally, 

geographically weighted regression models are investigated. Geographically weighted 

poisson regression (GWPR) is the locally predicted version of a Poisson regression model 

which involves the selection of a bandwidth chosen by LOOCV or manually for count data. 

Once a decision is made on the bandwidth, the model is fit with a local kernel function 
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which is usually a Gaussian kernel function. The results simply are the estimated 

geographically varying coefficients within the chosen bandwidth provided as follows 

(Fotheringham et al., 2003): 

𝑦𝑖 = 𝑒𝛽0(𝑢𝑖,𝑣𝑖)+∑ 𝛽𝑘(𝑢𝑖,𝑣𝑖)𝒙𝑘,𝑖𝑘  

where 𝛽0(𝑢𝑖 , 𝑣𝑖) is the intercept parameter specific to location 𝑖 and 𝛽𝑘(𝑢𝑖 , 𝑣𝑖) are the 

coefficients of independent variables at location 𝑖. Estimation procedure is conducted in R 

(R Core Team, 2022) using GWmodel package (Gollini et al., 2015, Lu et al., 2014). 

Table 1 provides the single variable GWPR results for predicting health care facility counts 

in a ward using several variables such as (i) white population ratio, (ii) black African 

population ratio, (iii) population density of each ward, (iv) ratio of employed population to 

unemployed population, (v) unemployed population ratio, and (vi) employed population 

ratio. 

It has to be noted that all models need to be assessed with extensive caution since the 

pseudo R-square values obtained between the predicted and observed number of health care 

facilities are very low. Keeping in mind the very low measures, it can be seen that Models 1 

and 2 indicate that black African population has access to fewer health care facilities 

compared to white population. When population density per ward is considered (Model 3), 

it is observed that denser areas have fewer number of health care facilities compared to less 

dense areas outlining a negative relationship. Looking at Models 4, 5 and 6, employment 

plays a positive role in the number of health care facilities. The single variable results point 

out a possible imbalance of the access to health care facilities at ward level. Several other 

factors such as closeness to a major road or the specialisation of the health care facilities 

should be considered for a full picture. The model with the minimum AIC measure is 

Model 5 where the ratio of unemployed to the population is considered. The parameter 

estimate is negative which indicates that the less the unemployed ratio is the more there is 

health care facilities.  
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Table 1: Single variable generalized poisson regression model results 

 Model0 Model1 Model2 Model3 Model4 Model5 Model6 

Intercept 0.3656 

[4.625] 

(0.000) 

0.2148 

[2.123] 

(0.034) 

0.5852 

[5.334] 

(0.000) 

0.6585 

[5.852] 

(0.000) 

0.1957 

[1.772] 

(0.0764) 

0.9012 

[6.145] 

(0.000) 

-0.4645 

[-1.339] 

(0.181) 

White_ratio  0.7395 
[2.737] 

(0.006) 

     

Black_Afri_ratio   -0.6276 

[-2.588] 

(0.009) 

    

popdensity    -0.00005 
[-3.194] 

(0.00141) 

   

Employed/unemployed     0.0245 

[2.420] 
(0.0155) 

  

Unemployedratio      -5.6113 

[-3.924] 
(0.000) 

 

Employedratio       2.3221 

[2.515] 

(0.012) 

bw 25 37 105 38 32 102 97 

AIC 108.27 103.22 103.03 98.38 104.91 93.96 104.09 

bw: bandwidth (# of nearest neighbours), AIC: Akaike information criterion 

Table 2: Single variable GWPR model results with minimum, maximum, median and 1st 

and 3rd quartile values for the specific variables 

 Model0 

Intercept 

Model1 

White_ratio 

Model2 

B_A_ratio 

Model3 

popdensity 

Model4 

Emp/Une 

Model5 

Unempr 

Model6 

Emplr 

Min 0.0864 0.4767 -0.6290 -0.00006 0.0111 -6.0797 2.1592 

1st Quartile 0.1770 0.6939 -0.6159 -0.00005 0.0238 -5.9119 2.5107 

Median 0.3061 0.9653 -0.6125 -0.00004 0.0392 -5.7813 2.6779 

3rd Quartile 0.3911 1.3554 -0.6084 -0.00003 0.0528 -5.6277 2.7594 

Max 0.5162 1.6092 -0.6004 0.00000 0.0616 -5.2767 2.8350 

Correlation 0.3910 0.4236 0.2662 0.4362 0.4279 0.4183 0.2732 

Pseudo-R square 0.1529 0.1797 0.0709 0.1903 0.1831 0.1750 0.0746 

AIC 103.75 99.388 103.11 97.64 99.87 93.87 103.61 

 

4. Conclusion and Future Work 

The aim of this research is to provide insight on the distribution of the health care facilities 

within the City of Cape Town using publicly available data from the city’s data portal and 

to draw attention to the fact that there is a disparity in the distribution of health care 

services. With this aim in mind, the health care facilities in the city have been initially 

analysed in an exploratory manner using quadrat tests and it has been concluded that the 

intensity of the health care facilities is not completely spatial random. The varying intensity 

is modeled with a kernel density function and it has been observed that the health care 
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facilities are localized in certain areas in CoCT. In order to model the health care facility 

counts within each ward and to examine the effects of potential variables, different 

geographically weighted poisson regression models were estimated. It has been seen that 

there might be a possible imbalance in the distribution of the facilities within the 

metropolitan city especially where black African population has access to fewer health care 

facilities that are nearby compared to white population. Previous studies have also found 

similar imbalances in the locations of health care facilities (Lee, 2013). Lee (2013) analysed 

the distribution of health care facilities located in the metropolitan city of Daejeon, South 

Korea and found that there is a disparity. In City of Cape Town, given that the number of 

nearby health care facilities are limited to certain areas, the findings of the research could 

be used by policy makers to improve the distribution of the health care facilities, especially 

considering that most South Africans who live in the densely populated areas take public 

transport to get to work and to access the services provided within the municipality. This 

could be achieved by for example locating more mobile clinics or health care facilities that 

can provide services for those diseases that are more prevalent within the densely populated 

areas so that people who need these services will not need to travel far distances to get 

health care services. 

The analysis can further be extended with hot-spot analysis and inclusion of other variables 

such as the specialty of the health care facility, convenient road access of the health care 

facility, the distance to city center or a major road, and poverty and socioeconomic status of 

each ward. More insight from several variables will extend the findings and increase the 

predictive power. 

References 

Baddeley A, Rubak E, Turner R (2015). Spatial Point Patterns: Methodology and 

Applications with R. Chapman and Hall/CRC Press, London. 

https://www.routledge.com/Spatial-Point-Patterns-Methodology-and-Applications-with-

R/Baddeley-Rubak-Turner/p/book/9781482210200/.  

CoCT Open Data Portal. (2023). URL: https://odp-

cctegis.opendata.arcgis.com/datasets/cctegis::health-care-facilities-clinics-

hospitals/explore?location=-33.867164%2C18.629850%2C10.45 

Diggle, P.J. (1985). A kernel method for smoothing point process data. Applied Statistics 

Journal of the Royal Statistical Society, Series C, 34, 138–147.  

Fotheringham, A. S., Brunsdon, C., & Charlton, M. (2003). Geographically weighted 

regression: the analysis of spatially varying relationships. John Wiley & Sons. 

Gollini I, Lu B, Charlton M, Brunsdon C, Harris P (2015). “GWmodel: An R Package for 

Exploring Spatial Heterogeneity Using Geographically Weighted Models.” Journal of 

Statistical Software, 63(17), 1–50. doi:10.18637/jss.v063.i17. 

287



Spatial Distribution of Health Care Facilities in City of Cape Town, South Africa 

  

  

Lee, Kwang-Soo (2013). “Disparity in the spatial distribution of clinics within a 

metropolitan city”. Geospatial Health, 7(2), 199-207. 

Lu B, Harris P, Charlton M, Brunsdon C (2014). “The GWmodel R package: further topics 

for exploring spatial heterogeneity using geographically weighted models.” Geo-spatial 

Information Science, 17(2), 85–101. doi:10.1080/10095020.2014.917453 

Municipalities of South Africa, CoCT demographic data, (2023). URL: 

https://municipalities.co.za/demographic/6/city-of-cape-town-metropolitan-municipality 

R Core Team (2022). R: A language and environment for statistical computing. R 

Foundation for Statistical Computing, Vienna, Austria. URL: https://www.R-

project.org/  

Western Cape Provincial, Socio-economic profile for City of Cape Town, (2021). URL: 

https://www.westerncape.gov.za/provincial-treasury/files/atoms/files/SEP-

LG%202021%20-%20City%20of%20Cape%20Town.pdf 

288



 

 

 

 

 

  

  

Analysing ride behaviours of shared e-scooter users – a case study 

of Liverpool 

Yuanxuan Yang1, Susan Grant-Muller1 
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Abstract 

The shared e-scooter is a relatively new form of Micromobility service in urban 

transit. A better understanding of the use of the scheme will help operators and 

stakeholders promote this travel mode, contributing to a more sustainable, 

resilient, environmentally friendly and inclusive transportation system. The 

availability of high resolution sensor-based location data, when co-analysed 

with socio-demographic survey data allows insights on where, how, and by 

whom the service is used. This study focuses on analysing the usage pattern of 

a recently introduced shared e-scooter scheme in Liverpool, UK, combining 

survey data of users’ sociodemographic attributes and their full trip records 

at a fine spatiotemporal granularity. Recency-Frequency (RF) segmentation is 

used to categorise user behaviour based on their frequency and recency of 

usage, and a Functional Signatures (FS) dataset is used to enrich contextual 

information on the origin and destination of e-scooter trips. Overall, this study 

provides insights into the behaviour of users of shared e-scooters and how the 

behaviours might vary in different user groups regarding sociodemographic 

characteristics. The developed analysis framework is also readily transferable 

to other cities.  

Keywords: Micromobility; sustainable transportation; e-scooter; location 

data; customer segmentation. 
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1. Introduction 

Shared e-scooters are a relatively new form of transport mode in the Micromobility family, 

they refer to electric scooters that are available for rent through a sharing scheme. Access to 

the scooters depends on whether the scheme is based on a docked or dockless system. For a 

dockless system, users can first find and unlock the e-scooter with a smartphone app, ride to 

the destination, and then leave the vehicle at the destination (sometimes with restrictions or 

geofencing) for the next user. The benefits of a dockless system (Yang et al., 2019) is that 

scooter availability is not limited to the fixed points of docking stations, therefore shared e-

scooters are flexible to use. They are suitable for relatively short travel and solving the 

“first/last” mile problem – the distance between public transport station and destination 

(Yang et al., 2019; Hosseinzadeh et al., 2021).  

The shared e-scooter scheme offers a convenient and relatively low-cost travel option, and it 

can bring various benefits to cities and their inhabitants, including reducing congestion, 

improving air quality and increasing accessibility to various services (Abduljabbar et al., 

2021). Shared e-scooters have recently been introduced in several cities and towns in the UK, 

under government-approved trials (Speak et al., 2023).  

Much research has used a qualitative approach or questionnaire survey (König et al., 2022; 

Speak et al., 2023) to understand the underlying driven factors or related sociodemographic 

characteristics to different opinions and usage (self-reported) of e-scooters. Studies that 

consider actual riding behaviours (as revealed through the high-resolution scooter location 

data), linked to sociodemographic characteristics are rare. This is despite the potential 

advantages of the insights generated, such as the choices made by user sub-segments, but is 

at least partly due to limited access to both data in the literature.  

This study analysed the usage patterns of shared e-scooter users in Liverpool, a city in the 

northwest of England, UK. Users’ sociodemographic information from a survey and their 

full trip records at a fine spatiotemporal granularity are obtained (with their permission) and 

investigated. This research demonstrates the value of integrating the two data types – a large 

scale digital database and more traditional user survey, and analyses riding behaviours. It 

provides evidence on how the behaviours might vary in different user groups (e.g. differences 

in car ownership).  

2. Data and Method 

This study focuses on a survey dataset of shared e-scooter users and corresponding journey 

profiles from a shared e-scooter operator (Voi) in the UK. This research focuses on a subset 

of records relating to the city of Liverpool, as a case study, though in a future paper we will 

present findings from a larger number of cities and users. 
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The survey data includes participants’ varying sociodemographic attributes, covering age 

band, gender, ethnicity, self-reported basic health status, car ownership, household income, 

employment, occupation, educational attainment, and responses to several questions related 

to subjective wellbeing. As a part of the survey, participants are asked if they agree to share 

their trip records for research purposes. With the users’ consent, this study obtained 89 

participants’ (in Liverpool) complete history of shared e-scooter usage (from their first-time 

use to October 27, 2021). The trip data include the following variables: User ID, trip origin 

coordinates, trip destination coordinates, trip start time, trip end time, travel distance (route 

distance) and ride speed.  

Recency-Frequency (RF) segmentation is utilised to disaggregate users’ behaviours from 

their complete trip profiles. RF analysis is a technique that has many implications in 

marketing (McCarty & Hastak, 2007; Beecham & Wood, 2014), and it can be used for 

segmenting customers based on two factors:  

• Recency: how recently a customer has made a purchase or used a product 

• Frequency: how often a customer make a purchase or use a product.  

Both factors are considered to be good predictors of future engagement (usage or purchase) 

(McCarty & Hastak, 2007; Beecham & Wood, 2014). To perform RF analysis, customers are 

ranked for the two factors on a n-level scale (e.g. n= 3, 4, 5 …). The scores are further 

concatenated to give at most n*n segments (Beecham & Wood, 2014).  

RF segmentation has rarely (if any, to authors’ knowledge) been used for analysing e-scooter 

data. In the e-scooter dataset, “Recency” scores were determined by the most recent e-scooter 

trip, and assigning discrete scores with three equal recency bins, from most (score 3) to least 

(score 1) recent (Beecham & Wood, 2014). “Frequency” scores are calculated in two steps: 

(1) Calculate the first and last trip in each user’s trip profiles, getting the length of the “active” 

period. (2) the “Frequency” score can be obtained by dividing the total number of trips by 

the length of the “active” period. People with the highest scores in both Recency and 

Frequency (3-3) are the most “heavy” and “loyal” users - they ride shared e-scooter 

frequently, with very recent trips. Those classified as the lowest RF group (1-1) may use e-

scooter after registering, but have made relatively few trips afterwards (Beecham & Wood, 

2014).  

The Functional Signatures (FS) dataset in Liverpool (Samardzhiev et al., 2022) was also 

applied to enrich contextual information on the origin and destination of e-scooter trips. “The 

FS are contiguous areas of a similar urban function with fine spatial granularity. Rich 

datasets, including census, remote sensing, and point of interest data, were used as inputs 

for grouping based on a clustering approach (Samardzhiev et al., 2022)”. FS provides several 

dimensions (or qualifiers) to describe the function of each small area in the UK. In this study, 

due to a relatively limited sample size and geofenced service area, certain types of FS are 
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combined. While retaining its qualifiers in terms of service and use (e.g. residential, 

employment), the density dimension is reduced; for example, “Residential – Low density” is 

recoded as “Residential”. The recoding strategies are shown in Table 1. More details of each 

type of FS are available in the work of Samardzhiev et al. (2022). FS-related origin-

destination (O-D) pairs are discussed in section 3.2. Not all FS types (Samardzhiev et al., 

2022) exist in the study area; for example, there is no “Countryside” FS in the shared e-

scooter service area in Liverpool.  

Each e-scooter trip’s origin and destination are intersected with FS boundaries; hence, both 

origin and destination have corresponding recoded FS type information. With the enriched 

contextual information, it is possible to deepen the understanding of the trip’s purpose. For 

example, a trip from industrial FS to residential FS may have the purpose of going home. 

Table 1. Recoded Functional Signatures types in the case study area. 

Family FS type Recoded FS type 

Industrial 

Industrial – Construction site Industrial 

Industrial - Commercial Industrial 

Industrial - Manufacturing Industrial 

Residential 

Residential – Low density – Well-served Residential – Well-served 

Residential – Well-served Residential – Well-served 

Residential - Mixed-use Residential - Mixed-use 

Residential – Low density Residential  

Residential Residential  

Residential Greenspace Residential Greenspace 

Service 

Service - Mixed – Low density Service - Mixed 

Services - Leisure and Cultural Services - Leisure and Cultural 

Services - Transport and distribution 

hubs 

Services - Transport and distribution 

hubs 

Urban 

Urban -Mixed-use – High density Urban – Mixed use 

Urban - High employment, culture, 

connectivity 

Urban - High employment, culture, 

connectivity 

Urban - High employment, amenities Urban - High employment, amenities 
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3. Findings 

3.1. Spatial and temporal pattern  

Spatial and temporal patterns of e-scooter trips are explored in this study. The density 

histogram of trip distance is illustrated in Figure 1, and the most popular travel distance is 

between 1-1.5 km, showcasing the utility of e-scooters for making relatively short-distance 

journeys. Shared e-scooters can also be used for longer distance journeys, such as those 

exceeding 5 km. Figure 2 shows the average trip count (rescaled to [0,1], calculated by the 

trip starting time) across the 24 hours during the day. 1 indicates the highest hourly trip 

volume, and 0 indicates no trips were in this hourly interval. During a weekday, there is an 

evident peak in the afternoon (from 16:00-18:00), also small local peaks around 6:00 and 

8:00 in the morning. At the weekend, the curve is more flattened across the day, reaching a 

relatively high platform from 11:00 to 17:00. 

 

Figure 1. Density plot of ride distance (km). 

 

 

Figure 2. E-scooter trip count by hour (rescaled). 

3.2. Result of Recency-Frequency Analysis 

RF analysis helps segment e-scooter users into different groups depending on their scores in 

Recency and Frequency. This study further combined sociodemographic variables with RF 

scores, and the results are shown in figure 3, using car ownership as an example. 

Users in the lowest FS group (1-1, Figure 3, bottom-left) have a relatively low share of “Do 

not have” a car. With increasing FS scores (2-2, Figure 3, middle-middle), the proportion of 

non-car owners increased and reached an even share in the highest FS score (3-3, Figure 3, 
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top right) group. The result implies that e-scooter benefits personal mobility to people who 

do not have a car, and the service may be considered more helpful and appealing for this 

group – leading to “loyalty” and favour of using the service. This also aligns with the findings 

in the literature that shared e-scooter and the wider Micromobility services may be 

particularly appealing to people who live and travel in urban areas with limited parking 

options, or owning a car may increase the burden (Bieliński, & Ważna 2020). 

 

Figure 3. Recency-Frenquency score and users’ distribution in car ownership. 

3.3. Trip Origin and destination pair 

The FS types of e-scooter trip origin and destination are identified, and Figure 4 shows the 

Sankey plot of O-D pairs of all trips. In total, all “Residential” FS family members have 

accounted for 49.92% of trip origins and 50.47% of trip destinations (Figure 4). The “Urban 

– High employment, culture, connectivity” also generated and attracted many travel flows, 

accounting for 27.50% and 29.16%, respectively (Figure 4). E-scooters are also used for 

“first/last-mile” trips, linking “Service – Transport and Distribution Hubs” and other FS 

areas, especially “Urban- High employment, culture, connectivity”. 

It is also possible to disaggregate the O-D FS types by differentiating sociodemographic 

attributes such as car ownership. The share of “Residential - Mixed use” as the trip origin is 

much lower for car owners than the group of not have a car (22.00% compared to 33.83%), 

and the major difference is contributed by “from Residential – Mixed use to Urban- High 

employment, culture, connectivity”. This suggests that e-scooter provide a favourable 

alternative mode for non-car owners to travel from “Residential-Mixed” areas to “Urban- 

High employment, culture, connectivity” FS areas. 

294



Yuanxuan Yang, Susan Grant-Muller 

  

  

 

Figure 4. Sankey plot of e-scooter trip origin (left) and destination(right) FS types. 

4. Conclusion 

This study investigated e-scooter riding behaviours in Liverpool. Different spatiotemporal 

characteristics and usage patterns are identified and linked to personal sociodemographic 

characteristics. The findings suggest that e-scooters offer a convenient and flexible short-trip 

option, and the service is appealing to people who do not have cars. Furthermore, by linking 

user group segmentation with sociodemographic attributes such as age, gender, ethnicity, 

educational attainment, and employment, a more comprehensive insight into distinct user 

groups can be achieved. 

This study benefits from rich information covering sociodemographic characteristics and 

users’ full trip records. The trip records are sensor-based and at a fine spatiotemporal 

granularity, therefore is able to reflect user behaviours in detail, providing evidence on who, 

where, when, how and why the service is used. Such data at a larger scale also have the 

potential to reveal the dynamics and rhythm of urban flows in the last-mile. It is worth noting 
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that this work includes a limited number of samples (participants) in the case study area, and 

the potential bias issue should not be ignored. The e-scooter travel flow and associated O-D 

FS types may be impacted by service provision; the availability of scooter and the geofencing 

of service area could all impact where trips start and end. 

The analysis framework utilized in this study can provide a nuanced understanding of user 

characteristics, encompassing ride behaviors and sociodemographic attributes. This can help 

identify potential barriers and enable scheme operators and transport management authorities 

to strategically promote the usage of e-scooters and sustainable travel mode. 

Future work might deepen the insights by utilising data at a larger scale (combining 

observations in other cities), possibly incorporating richer full trajectory data to understand 

the route choice of different users. 
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Abstract 

During the period of COVID-19's confinement, new working methods that 

were not normally used began to be relevant. This is the case of teleworking 

or the use of new techniques for conducting surveys. The gold standard for 

carrying out surveys is probability sampling based on face-to-face 

interviews, but due to this situation of social isolation, non-probabilistic 

methods, such as online or web surveys, began to be used. However, in order 

to make reliable estimates from non-probability samples we must use special 

techniques to reduce the bias that appears in them. 

In this paper we will study a technique for bias reduction in non-probabilistic 

surveys that stands out for its promising results, known as Kernel Weighting. 

It requires a probabilistic sample as auxiliary information, and its 

performance can be improved using Machine Learning techniques, such as 

regularised logistic regression. We will use a non-probabilistic survey 

focused on studying the employment situation of the Spanish population 

during COVID-19, and as probabilistic survey the CIS Barometer of May 

2020. We will compare the new estimates with those obtained in the original 

survey, observing important differences. 

Keywords: Regularized logistic regression; kernel weighting; employment; 

confinement period; COVID-19. 
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1. Introduction 

The COVID-19 brought with it a situation of confinement never experienced before that 

affected the habits and behaviors of Spaniards both economically, at work and socially. 

Focusing on the first Pérez et al. (2022) conducted a non-probabilistic survey using 

snowball or chain sampling to recruit respondents during the confinement period in Spain 

and obtained a data set with sociodemographic variables, variables related to residence 

during confinement with employment status with household chores, with health, and with 

politics, that it to say, how they lived and felt as well as their perceptions while in 

lockdown. Cowan (2020) used IPUMS-CPS survey data to examine how workers 

transitioned between labor market states and which workers have been most affected by the 

pandemic. Coibion et al. (2020) used the Nielsen Homescan survey to show the large 

effects of the pandemic on job losses. Cajner et al. (2020) measured the evolution of the US 

labor market during the first four months of the pandemic using weekly administrative 

payroll data from the largest US payroll processing company. Fairlie et al. (2020) used CPS 

data to focus on how the job market crisis due to the pandemic has affected racial and 

ethnic minorities compared to whites. Schieman  et al. (2021) found that the conflict 

between work and life decreased among people without children at home; in the case of 

having children, these changes were limited to the age of the youngest child in the home 

and the degree of work-home integration. 

In most of these studies, to carry out an investigation in which we want to know what 

happens in the population, it is essential to carry out a survey. The ideal in these cases is to 

use a probabilistic sampling to ensure that the sample is random and we will be able to 

make inferences later. However, years ago researchers began using non-probability surveys. 

Non-probability sampling is a method of selecting units from a population using a 

subjective (ie, non-random) method. Since non-probability sampling does not require a 

complete survey framework, it is a quick, easy, and inexpensive way to collect data. 

Following the onset of the COVID-19 pandemic, conventional survey data collection 

efforts (e.g., pencil-and-paper surveys as part of population-representative household 

surveys) came to a halt due to lockdowns, mobility limitations and social distancing 

requirements. Because of this, what has occurred is an increase in telephone surveys among 

others to meet the rapidly evolving needs for timely and policy-relevant microdata to 

understand socioeconomic impacts and responses to the pandemic. Gourlay et al. (2021) 

provided an overview of options for the design and implementation of telephone surveys to 

collect representative data from households and individuals. In addition, they identified the 

requirements for telephone surveys to be used in national statistical offices. De Boni (2020) 

briefly presented some of the advantages that may have driven web surveys. She talks about 

the growing popularity of these in the COVID-19 context, since in addition to the 

possibility of collecting data remotely, it allows social distancing. She also tells us about 
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the side effects and ethical issues that need to be considered when planning such surveys 

and interpreting their results. Hlatshwako et al. (2021) tell us about online health research 

surveys, the challenges in the implementation and interpretation of data from this type of 

survey, and the considerations that must be made to make the most of the research. Ali et 

al. (2020) show us how the COVID-19 pandemic has forced researchers to explore 

innovative ways to collect public health data in an efficient and timely manner. Social 

media platforms were explored as a recruiting tool for researchers in other settings; 

however, its feasibility for collecting representative survey data during infectious disease 

epidemics remained unexplored. Roig et al. (2022) conducted a study of the gender gap 

related to tasks within the home during the COVID-19 health crisis, introducing the 

variable size of the municipality in the analyses. 

Our work focuses on the combination of data obtained through probabilistic and non-

probabilistic surveys with the aim of obtaining more reliable estimates through regularized 

logistic regression and kernel weighting techniques. As a non-probabilistic survey, we will 

base ourselves on the survey carried out by Pérez et al. (2022) and we will study the block 

of questions referring to employment and study as a probabilistic survey the CIS Barometer 

of May 2020. 

2. Methodology 

Let 𝑠𝑣  be the non-probabilistic sample, obtained from the population of interest U, from a 

survey of volunteers which has a size 𝑛𝑣, the variable of interest y, and the vector of 

auxiliary variables 𝑥 = (𝑥1, … , 𝑥𝑝). In order to eliminate the volunteer bias in non-

probability surveys, we must have available auxiliary information that is accurate and 

closely related to the topic under study. Depending on the type of auxiliary information 

available, we distinguish different types of bias reduction techniques (Rueda et al., 2020), 

although in our study we will focus on one, the kernel weighting method, due to its recent 

appearance and excellent results. This technique is included in the group of those that need 

a probabilistic reference sample in order to be carried out, from which we only need to 

know its auxiliary variables. 

We define 𝑠𝑟  as the probability sample, obtained from the population of interest U, which 

we will use as a reference and which has a size 𝑛𝑟, and 𝑥 = (𝑥1, … , 𝑥𝑝)  as the vector of 

auxiliary variables that we have measured both in the reference probability sample 𝑠𝑟  and in 

the non-probability (or volunteer) sample 𝑠𝑣 . In the case of 𝑠𝑟 , the probability that each 

individual has of participating in the survey is known and greater than zero, conditions that 

must be met for the sample to be probabilistic. This probability is known as the first-order 

inclusion probability (𝜋𝑟). From these probabilities we obtain what are known as design 

weights (𝑤𝑟), which will be key when forming our estimators, and which are obtained by 

299



Estimation by kernel weighting of parameters related to employment in the confinement period 

  

  

calculating the inverse of the 𝜋𝑟 . In the case of non-probabilistic samples, the inclusion 

probabilities are not usually known since we lack a probabilistic theory to support them, 

making it impossible to accurately determine their value. We will therefore assume their 

value or, as in this case, seek to estimate these probabilities, also called propensities, for the 

non-probabilistic case (𝜋𝑣). We define the probability of belonging to the non-probabilistic 

sample, ∀𝑖 ∈ 𝑈, as: 

𝜋𝑣𝑖 = 𝑃[1𝑖 = 1|𝑥𝑖]  𝑤ℎ𝑒𝑟𝑒  1𝑖 = {
1  𝑓𝑜𝑟  𝑖 ∈ 𝑠𝑣

0  𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 

We seek to estimate the expected value of the probability of inclusion in the non-

probability sample, through some model M, ∀𝑖 ∈ 𝑠𝑣 ∪ 𝑠𝑟  : 

𝜋̂𝑣𝑖 = 𝐸𝑀[1̂𝑖 = 1|𝑥𝑖]  𝑤ℎ𝑒𝑟𝑒  1̂𝑖 = {
1  𝑓𝑜𝑟  𝑖 ∈ 𝑠𝑣

0  𝑓𝑜𝑟  𝑖 ∈ 𝑠𝑟
 

To estimate these probabilities, logistic regression models are usually considered, due to the 

binary nature of the variable to be estimated, although machine learning techniques can be 

used for the same purpose (Ferri-García and Rueda, 2020). In our work we will use what is 

known as regularized logistic regression, which adds penalty parameters when estimating 

the coefficients of the logistic regression. Other methods for obtaining these probabilities 

can be found at Castro-Martín et al. (2020). In the case of logistic regression, the estimated 

probabilities are obtained as follows: 

𝜋̂𝑣𝑖 =
1

1 + 𝑒𝑥𝑝(−𝛽𝑥𝑖)
,   𝑖 ∈ 𝑠𝑣 ∪ 𝑠𝑟 

being 𝛽 the vector of regression coefficients. To calculate these coefficients we must 

maximize the log-likelihood function: 

𝑙(𝛽) = ∑ 1̂𝑖

𝑖∈𝑠𝑣∪𝑠𝑟

ln(𝜋̂𝑣𝑖) + (1 − 1̂𝑖)ln(1 − 𝜋̂𝑣𝑖) = ∑ [1̂𝑖ln (
𝜋̂𝑣𝑖

1 − 𝜋̂𝑣𝑖

) + ln(1 − 𝜋̂𝑣𝑖)]

𝑖∈𝑠𝑣∪𝑠𝑟

= ∑ [1̂𝑖𝛽𝑥𝑖 − ln(1 + 𝑒𝛽𝑥𝑖)]

𝑖∈𝑠𝑣∪𝑠𝑟

 

Regularization strategies introduce penalties in order to avoid overfitting, reduce variance 

and minimize the influence of less relevant predictors in the model. We apply ridge 

regularization, which introduces an L2 penalty to the log-likelihood function. The estimated 

coefficients 𝛽 will also be obtained by maximizing the log-likelihood function with this 

penalty: 

𝑙𝑅(𝛽) = ∑ [1̂𝑖𝛽𝑥𝑖 − ln(1 + 𝑒𝛽𝑥𝑖)]

𝑖∈𝑠𝑣∪𝑠𝑟

− 𝜆 ∑ 𝛽𝑗
2

𝑝

𝑗=1
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The penalty depends on the parameter 𝜆 ≥ 0 which measures the regularization intensity of 

the fit. This parameter depends on the real parameters of the regression, and since they are 

unknown, we will have to choose it arbitrarily or through the hyperparameter adjustment. In 

our work the selection of this parameter is made by means of cross-validation. This consists 

of dividing our data into two complementary sets, performing the analysis on one subset 

(training set) and validating the analysis on the other (test set). 

Once we have explained how we estimate the 𝜋𝑣, we move on to the explanation of the 

technique in charge of reducing the bias, which in our work will be the kernel weighting 

method. 

2.1. Kernel Weighting Method (KW)  

Developed by Wang et al. (2020), it is based on the creation of new weights, called pseudo-

weights, from the design weights of the individuals in the probability sample weighted 

according to the similarity they have to the non-probability sample individuals. This 

similarity is measured with the distance between individuals, through the difference of the 

estimated probabilities of belonging to the probability sample (analogous to the non-

probabilistic case) and to the non-probability sample. 

𝑑𝑖𝑗 = 𝜋̂𝑣𝑖 − 𝜋̂𝑟𝑗 ,   𝑖 ∈ 𝑠𝑣 ,   𝑗 ∈ 𝑠𝑟  

These distances will have a value between -1 and 1, so we will try to smooth them. For this 

purpose, we make use of kernel functions centred at zero, which are continuous, symmetric, 

and positive functions, and can be used as density functions of statistical distributions. The 

closer the distance is to zero, the more similar the individuals will be with respect to their 

auxiliary variables, since propensities are estimated as a function of these variables. The 

more similar the individuals are, the more the KW will assign a higher percentage of the 

design weight from the individual in the probability sample to the individual in the non-

probability sample. These percentages are called kernel weights, and are obtained: 

𝑘𝑖𝑗 =
𝐾{𝑑𝑖𝑗/ℎ}

∑ 𝐾𝑖∈𝑠𝑣
{𝑑𝑖𝑗/ℎ}

 

where K{.} is a kernel function centred at zero, and h is the corresponding bandwidth 

(Epanechnikov, 1969). The kernel weight values will be between zero and one, and the sum 

of all of the volunteer sample values is one. To calculate the pseudoweights KW we will 

sum the reference sample design weights 𝑤𝑟 of each 𝑗 ∈ 𝑠𝑟 , weighted by the kernel weights 

of the i-th individual, from the non-probability sample, with each j-th individual from the 

reference sample. The expression of these pseudoweights is as follows: 
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𝑤𝑖
𝐾𝑊 = ∑ 𝑤𝑟𝑗

𝑗∈𝑠𝑟

𝑘𝑖𝑗  

Finally obtaining the estimator of the total: 

𝑌̂𝐾𝑊 = ∑ 𝑤𝑖
𝐾𝑊

𝑖∈𝑠𝑣

𝑦𝑖  

3. Application 

We have applied the proposed methodology in order to correct the bias of the survey 

conducted during the COVID-19 lockdown in Spain carried out by Pérez et al. (2022). The 

survey was distributed following a snowball method via email and social networks. 

Therefore, a significant lack of representativity is to be expected. However, it was 

conducted between 28th April and 14th May, 2020, and it included some variables in 

common with the CIS Barometer of May 2020. The latter can be considered a reference 

probabilistic survey since it was carried out by an official Spanish institution following 

strict methodologies. 

In particular, the following covariates will be used for applying the kernel weighting 

method: state, province, urban density, sex, age, education level, employment status, last 

electoral vote, intended electoral vote and confidence in the government during the 

pandemic. 

Once we have obtained representative weights, these can be used in order to produce 

estimations for the economical variables included in the survey of interest. In Table 1, the 

differences between the estimations obtained with the naive mean and the estimations 

obtained after correcting the bias can be observed. Depending on the variable, the change 

can be quite significant. 

 

 

 

 

 

 

 

302



Beatriz Cobo, Luis Castro, Jorge Rueda 

  

  

Table 1. Naive and corrected estimations for the variables of interest (those directed to workers 

and students) 

Variable Naive KW Variable Naive KW 

WORK.PROD 64.8 63.7 STU.PROD 86 72.8 

WORK.EXP.1 17 21 STU.EXP.1 0.9 0.1 

WORK.EXP.2 23.7 23.3 STU.EXP.2 7.9 8.6 

WORK.EXP.3 26.2 30.2 STU.EXP.3 23.1 25.4 

WORK.EXP.4 24.8 19.4 STU.EXP.4 28 26.7 

WORK.EXP.5 44.9 47.2 STU.EXP.5 68 61.1 

WORK.PERCEP.IN.1 27.3 32.4 STU.EXP.6 24.3 27.7 

WORK.PERCEP.IN.2 5.7 8.4 STU.EXP.7 47.9 45.2 

WORK.PERCEP.IN.3 10.6 11.8 STU.EXP.8 26.4 19.2 

WORK.PERCEP.IN.4 3.3 1.9 STU.EXP.9 10.7 17.4 

WORK.PERCEP.IN.5 59.3 55.8 STU.PERCEP.1 11.4 16.6 

WORK.PERCEP.OUT.1 31.7 34 STU.PERCEP.2 49.8 46.6 

WORK.PERCEP.OUT.2 8.7 8.9 STU.PERCEP.3 25 34.7 

WORK.PERCEP.OUT.3 9 8.3 STU.PERCEP.4 39 45.1 

WORK.PERCEP.OUT.4 55.5 53.4 STU.PERCEP.5 12.1 5.7 

Note: For more information on the variables of interest, see the article on Pérez et al. (2022) 

 

The results show the percentages of individuals which agree with each of the statements 

surveyed. For some general questions, such as the percentage of people who feel their work 

performance has been affected due to the lockdown, the results stay similar. This may be 

explained either by a lack of bias for those questions or because more relevant covariates 

are needed in order to reduce some underlying bias. In fact, when the students are asked the 

same question, we observe a 13.2% difference in the estimation. These changes also occur 

for some specific questions. For example, 5.1% more individuals than those initially 

observed thought that their work would be affected by an economical crisis after the 

pandemic. 
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4. Conclusions 

We have evaluated a reweighting method for correcting bias in non-probabilistic surveys, 

by using a reference probabilistic survey. We have also confirmed with a practical 

application the significance of the differences in the estimations obtained. However, these 

differences will depend on the presence of an actual bias and on the importance of choosing 

the right covariates. 

References 

Ali, S.H., Foreman, J., Capasso, A.,  Jones, A.M., Tozan, Y. & DiClemente, R.J. (2020). 

Social media as a recruitment platform for a nationwide online survey of COVID-19 

knowledge, beliefs, and practices in the United States: methodology and feasibility 

analysis. BMC Medical Research Methodology. 20, 116. 

https://doi.org/10.1186/s12874-020-01011-0. 

Cajner T., Crane L.D., Decker R.A., Grigsby J., Hamins-Puertolas A., Hurst E., Kurz C. & 

Yildirmaz A. (2020). The US Labor Market during the Beginning of the Pandemic 

Recession. National Bureau of Economic Research, w27159.  

Castro-Martín, L., Rueda, M. D. M., & Ferri-García, R. (2020). Inference from non-

probability surveys with statistical matching and propensity score adjustment using 

modern prediction techniques. Mathematics, 8(6), 879. 

Coibion, O., Gorodnichenko Y. & Weber M. (2020). Labor Markets During the COVID-19 

Crisis: A Preliminary View. National Bureau of Economic Research. w27017 

Cowan, B.W. (2020). Short-run effects of COVID-19 on U.S. worker transitions. National 

Bureau of Economic Research. w27315. 10.3386/w27315. 

De Boni, R.B. Web surveys in the time of COVID-19. (2020). Cadernos de Saúde Pública: 

Reports in Public Health. 36(7):e00155820. 

Epanechnikov, V. A. (1969). Non-parametric estimation of a multivariate probability 

density. Theory of Probability & Its Applications, 14(1), 153-158. 

Fairlie, R.W., Couch K.A., & Xu H. (2020) The Impacts of COVID-19 on Minority 

Unemployment: First Evidence from April 2020 CPS Microdata. National Bureau of 

Economic Research, w27246. 

Ferri-García, R., & Rueda, M. D. M. (2020). Propensity score adjustment using machine 

learning classification algorithms to control selection bias in online surveys. PloS one, 

15(4), e0231500. 

Gourlay, S., Kilic, T., Martuscelli, A., Wollburg, P., & Zezza, A. (2021). High-frequency 

phone surveys on COVID-19: good practices, open questions. Food Policy, 105, 

102153.  

Hlatshwako, T.G., Shah, S. J.,  Kosana, P.,  Adebayo, E., Hendriks, J., Larsson, E.C., 

Hensel, D.J., Erausquin, J.T., Marks, M., Michielsen, K., Saltis, H., Francis, J.M ., 

Wouters, E., & Tucker, J.D. (2021). Online health survey research during COVID-19. 

The Lancet: Digital Healt. 3. https://doi.org/10.1016/S2589-7500(21)00002-9. 

304



Beatriz Cobo, Luis Castro, Jorge Rueda 

  

  

Peréz, V., Aybar, C. & Pavía, J.M. (2022). Dataset of the COVID-19 lockdown survey 

conducted by GIPEyOP in Spain. Data in Brief, 40, 

https://doi.org/10.1016/j.dib.2021.107700.  

Roig, R., Aybar, C., & Pavía, J. M. (2022). COVID-19, gender housework division and 

municipality size in Spain. Social Sciences, 11(2), 37. 

Rueda, M.D.M., Ferri-García, R., & Castro, L. (2020). The R package Non-ProbEst for 

estimation in non-probability surveys. The R Journal, 12(1), 406-418. 

Schieman, S., Badawy, P.J., Milkie, M.A. & Bierman A. (2021). Work-life conflict during 

the COVID-19 pandemic. Socius: Sociological Research for a Dynamic World, 7, 

10.1177/2378023120982856. 

Wang, L., Graubard, B. I., Katki, H. A., & Li, A. Y. (2020). Improving external validity of 

epidemiologic cohort analyses: a kernel weighting approach. Journal of the Royal 

Statistical Society: Series A (Statistics in Society), 183(3), 1293-1311. 

305





 

 

 
 
 

  

  

Finding patterns from a user-centric perspective using knowledge 

discovery methods 

Arturo Palomino1,2, Karina Gibert2 
1Lidl, 2Intelligent Data Science and Artificial Intelligence Research Center, Univesitat 

Politècnica de Catalunya, Barcelona, Spain 

Abstract 

Chained advertisement involves breaking down a marketing campaign 

message into multiple banners that are shown to a user in a specific sequence 

in order to create a less intrusive and more effective campaign. The challenge 

is determining the most effective sequence of websites and banner order. This 

study aims to develop a recommendation system to assist with this issue. To 

address the vast size of the internet and the complexity of the problem, the 

research uses a data-driven computational approach to estimate the 

probability of different sequence events and apply this to real user data from 

a leading company. The proposed method is faster and more efficient than 

previous approaches. 

Keywords: user-centric clickstream; sequence; profiling; chained 
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1. Introduction  

From the early 90s with the introduction of WWW (World Wide Web) protocol by Tim 

Berners-Lee (Berners-Lee et al. 2004), Internet has revolutionized industries and has become 

an opportunity for manufacturers, media agencies, market research companies. Media 

analysis traditionally focuses on three issues: optimization and Return of Investment (ROI) 

(Powell, 2012), AB-test (Hayes, 2006) and Marketing Mix Models (MMM) (Borden, 1964). 

Online has been introduced as a new advertising channel (Xu, 2014) (Young, 2014), leading 

to the modification of MMM models to include a factor that reflects the impact of online 

marketing campaigns on consumer purchases, together with TV, Press, and other effects. AB-

Test (and Pre-Post analysis) compares two samples using a classical case-control scheme: 

one impacted by a campaign and a control group not exposed to advertisements. The 

campaign's effect is measured, comparing sales of both groups.  

Internet offers more detailed information about users than simply whether or not they have 

seen an advertisement, and current interests in marketing research focus on using this 

information to improve predictive models and campaign designs. Chained advertisement, 

which involves dividing a marketing campaign message into parts and presenting them in a 

sequence of banners. It is particularly suitable for the internet and results in less intrusive 

advertising that can guide users towards a possible online purchase. Chained advertisement 

requires determining the proper sequence of websites to place banners in order to maximize 

the campaign's impact. This study proposes a recommender system that uses user browsing 

information to identify the most visited routes on the internet and determine the most 

effective websites for banner placement. The system uses a data mining methodology 

considering the order in which domains are visited and doesn’t assume the Markov premise. 

It is tested with a real data and designed to be scalable in Big Data scenario. 

The structure of the paper is the following. In section 1 this research is introduced and 

motivated. In section 2 related work is described. In section 3, the formal structure of the 

problem is presented, and section 4 presents the joint probability discussion. In section 5 the 

methodology is described. In section 6 general and conditional solutions are explained. In 

section 7 the use of the proposal to make the targeted recommendations to design a chained 

advertisement publicity is shown. In section 8 conclusions and future work are discussed. 

2. Related work  

As said before, the information about user’s browsing activities is provided by clickstream 

data and recorded in log files. One of the first references discussing about the opportunities 

and effects associated to clickstream data analysis is (Florey, 1996). In (MacDonald, 1999) 

clickstream data is classified in three big groups, according to the collection scheme used: 

308



Arturo Palomino, Karina Gibert 

  

  

There are three types of data collection methods: Site-centric, Ad-centric, and User-centric. 

Each approach has different level of detail, User-centric method provides more detailed 

information about browsing activity. Currently, the most popular approach is the site-centric 

data. Indeed, there are commercial products suitable to analyze log files containing site-

centric data, like Google Analytics and Adobe Analytics, and literature is abundant. Under 

this approach, only previous and own visited web is available, most of the works assume 

Markov hypothesis to predict permanence time or revisits. Other works use clustering 

methods for segmentation of web users, modeling, and forecasting (Wang, 2004) (Pei et al. 

2001). But in major part of the reference models are limited to predict churn or repetition, 

Next Visit or Last click. Other works use site-centric data to build Recommender systems 

(Adomavicius et al. 2001; Van den Poel et al. 2004) based on the contents use and similar 

user’s identification. Fewer references are found on Ad-centric data, some based on the use 

of cookies to collect information (Moe, 2003).  

Site-centric and Ad-centric data collection has limitations for understanding complete user 

browsing activity and linking it to sociodemographic characteristics in chained advertisement 

contexts. User-centric data collection addresses these limitations but is costly. Most studies 

use this data for proactive recommendations and characterizing visited sites without 

considering the visits order. The order is crucial for chained advertisement and maximizing 

the probability of the user receiving the pieces of publicity in the intended order. 

User-centric approach needs representative panels and is costly and difficult to maintain. 

Indeed, 4 big companies can be found providing clickstream data: Nielsen’s CDR, Gfk’s 

Netquest (Revilla, 2017), Alexa Internet (Vaughan, 2012) and ComScore’s Mediametrix.  

User-centric data is underutilized, only used for exposure to the banner and not for final 

purchase analysis, despite the availability of complete browsing and sociodemographic 

information. Even a simple analysis of this data can be helpful for chained publicity, such as 

identifying the most visited sequence of sites of a given population, to identify the websites 

where the pieces of communication should be placed for optimal ROI. 

Authors are not aware of works finding the most frequent sequence of webs visited by users, 

but in the field of sequence pattern mining, some proposals are found to identify sequences 

(Balcázar et al. 2007; Srikant, 1996; Han et al. 2000).  Even though most works are not related 

to marketing or clickstreams, they have been analyzed for potential application in clickstream 

data analysis. Three families of methodologies are identified: 

• Apriori like methods (Agrawal et al. 1995): like GSP (Srikant, 1996) and AprioriAll (Agrawal 

et al. 1996). Frequent itemsets are used to filter irrelevant information for efficiency purposes.  

• Pattern grow: like FreeSpan (Han et al. 2000) and PrefixSpan (Han et al. 2001). The data 

base is filtered while iterating on what is called a projection of data base, where only baskets 

starting with the sequence of last step are taken into consideration. 
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• Vertical format of database: Data is preprocessed in a specific order to efficiently extract 

the most frequent sequences. Best examples are SPAM (Ayres, 2002) and SPADE. 

Previous methods for identifying patterns in data variability is allowed in the pattern and do 

not require elements to be in contiguous form. For the case of browsing, these methods will 

provide patterns consisting of a set of sites visited one after the other, but in between each 

two, the user might have jumped to other sites. This conception is not much suitable for the 

context of chained advertisement, where showing all the pieces of the message in the right 

sequence and without external interruptions is crucial for the impact of the campaign. 

Therefore, new methodological approaches become necessary to allow the analysis of user-

centric clickstream data for both identifying patterns of ordered and contiguous sequences of 

sites and quantifying their associated probability without making Markov assumptions. The 

novelty of the method presented in this paper is that it finds sequences with adjacent and 

sorted sites instead of using unsorted and non-contiguous bags of items. 

3. Formalization  

Our aim is to find the most likely sequence of sites visited by users using joint probability 

distribution. Given a set of internet users I = {𝒊𝟏…, 𝒊𝒏} browsing on the network; The space 

of Internet domains available ⅅ = {k}∀𝒌⋲ℕ+. The space of all possible routes that a user 

can follow in an Internet session is:  𝓡 = ⅅ ⋃(ⅅ𝗑 ⅅ) ⋃  (ⅅ𝗑 ⅅ𝗑 ⅅ) ⋃ … = ⋃ ⅅ𝑗∞
𝑗=1  =  𝑃ℛ  

 𝒓 ⋲ 𝓡  represents an internet walk of a given user during a session. ∀ 𝒓 ∃𝒍  so that  𝒓 ⋲

ⅅ𝑙  where 𝒍 ⋲ ℕ+ is the length of the route. 𝒓 is expressed as a limited sequence of domains 

𝒓 = {𝒅𝟏, … , 𝒅𝒍 }.  Given Pℛ, the probability law associated to ℛ so that ∀𝒓 ⋲ ℛ , Pℛ(𝒓) is the 

probability of a user following route 𝒓 in a session, the underlying probability problem to be 

solved is to maximize the probability function of ℛ, by identifying r such that: 

𝒓 ⋲ℛ: 𝑃ℛ(𝒓)= 𝑚𝑎𝑥
∀𝑠⋲ℛ

𝑃ℛ(𝑠) 

4. Finding the joint probability distribution of a sequence of events  

To quantify the probability of each element in ℛ, which is a huge events space 𝓡, 

computational statistics should help to find the maximum route. Let 𝑺𝒑  (𝒑 ⋲ ℕ+) be the 

domain visited in 𝒑-th position of the session. 𝑺𝒑  can take values from ⅅ,  𝑺𝒑 = ⅅ.  The 

probability of r is: 

Pℛ(𝒓)=Pℛ(d1, d2, … , dl  ) = P(S1 = d1, S2 = d2, … , Sl = dl)     ∀ l ⋲ ℕ+ 
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It is usual to use Markov assumption to compute joint probabilities, i.e., 𝒑 only depends on 

the domain 𝒑-1. Being Ppk2k1
, the probability of visiting dk2

 at 𝒑, from dk1
in position 𝒑-1, 

is: 

P𝑝𝑘2𝑘1
=P(𝑺𝒑=d𝑘2

|𝑺𝒑−𝟏=d𝑘1
),  ∀𝑘1, 𝑘2 ⋲ ⅅ 

In a scenario where Markov assumption holds: 

Pk1,k2..,kl
= P(𝑺𝟏 = d𝑘1

) ∏ P (Sp = d𝑘𝑝
| Sp−1 = d𝑘𝑝−1

 )

l

p=1

 

Thus, joint probability can be calculated in terms of the conditional probabilities of arriving 

to a certain web domain, given the previous one. Figure 1 displays the transitions between 

previous and posterior domain of the walk at a given position 𝒑. However, the internet walks 

of users have memory, and Markov cannot be used.  Considering r1: 

google→facebook→live→youtube. The proposed algorithm finds in efficient time the 

probability of this sequence P(r1)= 0,006. Assuming Markov property: P(r1)= 

P(youtube|live) P(live)= 0,0000579. Even more, the independence assumption between 

domains is also non holding: P(r1)= P(youtube|live) P(live|facebook) P(facebook|google) 

P(google)= 0,000002. Whereas P(r1)= P(youtube |live, facebook, google) P(live |facebook, 

google) P(facebook |google) P(google)= 0,006, as expected. In this research, independence 

and Markov properties will not be assumed, so that:  

Pk1,k2..,kl
=   ∑ ∑ … ∑ P(S𝑙) = dl|Sl−1 = dl−1, Sl−2 = dl−2 , … , S1 = d1) … ·  P(Sp

∀dl∀dk2∀dk1

= dp|Sp−1 = dp−1, Sp−2 = dp−2,…S1 = d1). . .· P(S2

= d2|S1 = d1)  · P(S1 = d1) 

Considering that card(D)=280 million domains, building this probability function is still 

unaffordable. In fact, with the complete WWW universe, the number of potential routes 

which could be followed by a user is: card(ℛ) = ∑ 𝑐𝑎𝑟𝑑(ⅅ𝒍) =∞
𝑙=1 ∑ (280𝐸106)𝑙  ∞

𝑙=1  , which 

is huge. Just to have an idea, the first 20 terms of this series make a total of 8,7733E+168 

potential 𝒍≤20 routes  

The probability of a certain page can be computed using the whole sequence of previous 

pages without assuming Markov assumption. The computation of the joint probability 

function of routes cannot be reduced to simple conditioning of immediately previous domain, 

neither to the simple product of marginal domains. Surfer's interests during navigation follow 

an objective that guide the sites visited. It cannot be assumed, for instance, that probability 

of visiting zara.com is the same coming from dior.com and then mango.com than if we 

came from berska.com and then mango.com.  

311



Finding patterns from a user-centric perspective using knowledge discovery methods 

  

  

 

 

Figure 1. Domain transitions

The availability of user-centric data, with the whole user route, is more predictive than site-

centric or add-centric data. The latter can only provide the immediately previous domain 

visited, assuming memory loss. Thus, the proposed frequentist approach provides more 

reliable estimates of the probabilities of a given route. A computational approach estimates 

the joint probability function for a particular sample of users in a certain context. The main 

idea in behind is simple:  

Given a route 𝒓 ⋲ℛ :  𝑃ℛ(𝒓)= 𝑙𝑖𝑚
𝑛⟶∞

𝑛𝑟

𝑛
(𝑠), where 𝑛𝑟 is the number of occurrences of 𝑟𝑖 in a 

sample  and 𝑛 users, according to the frequentist principle of probability.  As we are in a Big 

data frame, the sample size n is big enough to guarantee convergence. But not all 𝒓⋲ℛ are 

to be considered. Reducing to the observed set of occurring sequences in a given sample, 

sensibly limits the dimension of the event’s space. In particular, for a real sample in a certain 

month, the number of different domains visited by the users is about 40000, and considering 

walks no longer than 20 websites, the total number of potential routes reduces about 

1,09954E+92. Considering a complete year data, the number of different domains visited by 

the users is about 300000, and the total number of potential routes (no longer to 20 websites) 

moves to 3,4868E+109, in any case extremely lower than card(ℛ). Therefore, our approach 

will be to estimate all probabilities not in an analytical way but with a computational process 

that will be able to extract all observed routes in a simple screening of the database.  From a 

computational point of view computing 𝑛𝑟 is extremely time consuming when faced by 

means of brute force algorithm. 

𝑛𝑟 = 𝑛k1,k2..,kl
= 𝑐𝑎𝑟𝑑{𝑖 ∈ 𝐼 ∶  𝒓𝒊 = (𝒅k1, … , 𝒅kl

), 𝒓𝒊  ∈  ℛ} 
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Thus, our proposal is to compute the observed frequencies of each route as a proportion of 

occurrences in the database to estimate the function p.   Eventually, this work is user-centric, 

and we have access to users' sociodemographic information. In this paper we will also focus 

on the most frequent routes taken by a certain demographic profile, for marketing purposes. 

This corresponds to solve a variation of the original problem, being A the specific profile 

targeted: 

𝒓 ⋲ℛ : 𝑃ℛ|𝐴(𝒓)= 𝑚𝑎𝑥
∀𝑠⋲ℛ|𝐴

𝑃ℛ|𝐴(𝑠) 

5. Methodology  

At this point the problem has been reduced to count how many times each sequence appears 

in the database. The space of sequences is huge and brute force is expensive. Reducing only 

to observed sequences is relevant. We have developed a patented procedure (Palomino et al. 

2023) which is able to find the sequences of a given length 𝒍 and quantify the empirical joint 

distribution function in highly scalable conditions. Table 1 shows the CPU time for both the 

sample of one week data and one year data, for the identification of all sequences of length 𝒍 

=4. The initial logs are large (310,785.233 registers), include information about CSS files, 

Jscript, DoubleClick, tags, chats, agents, etc, but the number of rows containing information 

about the domains voluntarily visited by users is smaller (8,008.565) but still important.  

Whereas the ratio between useful rows analyzed between one year data and one week data is 

52:1 the ratio of CPU times is 6:1, which indicates a less tan linear trend. It can synthetize a 

database of 8 million rows in most frequent sequences in only 2 minutes. Moreover, regarding 

CPU time obtained in the previous proposals (Palomino et al. 2014) for sequences of 𝒍 =4, 

the current proposal (Palomino et al. 2023) is sensibly reducing CPU time (Table 2). 

Table 1. Time elapse between one week and one year samples 
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Table 2. Time elapse between one week and one year samples. 

 

6. Recommending sequences of sites for chained marketing campaigns 

In this work, real data provided by the operational company Compete (WPP’s company) is 

analyzed. Data comes from a continuous panel of internet browsing habits, representative of 

the 12 million of internet Spanish households. Data gathers clickstream user-centric and 

sociodemographic information (details in (Palomino et al. 2014) and (Palomino et al. 2018)).  

A large retail company wants to launch a new product of premium high quality sport shoes 

for babies of less than 5 years with a chained advertisement composed by 3 banners. The 

marketing leader is interested in the following target population:  

• Madrid household, young couples with children, both younger than 50 years, high social 

class.  

The goal is to identify and quantify the sequences of websites more frequently visited by the 

target profile of users (Table 7). The Top sequence according to the number of households 

is: google.com→marca.com→williamhill.com. With this information, the recommendation 

is to advertise first banner on google, second on marca, and third on williamhill (Figure 2). 

Table 7. Frequent sequences for specific target 

 
 

It's important to note that these figures are from a panel sample, must be combined with 

scaling factors to estimate the total population represented by these households, as is standard 
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in continuous panel methodologies. This is not covered in this work, but it's included in the 

subsequent part of the recommender.

7. Conclusions and further work 

In this paper we use clickstream data with socio-demographic information to create a 

marketing campaign recommender system. The approach identifies the optimal sequence of 

domains to place de sequence of banners of a chained publicity campaign.  This work aims 

to understand and formalize the problem of finding all routes, probabilities, and rankings of 

web domains visited by a sample population using an empirical, data-driven approach, 

avoiding the use of Markov assumption and the “bag of sites” approach used in other works 

for different contexts. An efficient algorithm has been developed and implemented to identify 

all sequences followed by users (Palomino et al. 2023) that supposes an improvement over 

previous development (Palomino et al. 2014).

 

Figure 2. Targeted campaign for a specific product. 

Moreover, this work adds to the support (number of sessions following the patter) a second 

optimality indicator, the number of households. In this research, a large database from a 

leading company, Compete, is used to confirm in a real case, with the implementation of the 

algorithm, that the CPU computation time is sensibly improved and highly scalable, and can 

be used for targeting any kind of subpopulations. In a further analysis more ambition goals 

are considered, like the addition of new optimality indicators, and the introduction of the cost 

of the campaign to enrich recommendations with ROI assessment. 
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Abstract 

In recent years, there has been a shift from the linear economic model on which 

the textile and clothing industry is based to a more sustainable model. 

However, to date, limited research on the relationship between sustainability 

commitment and firm productivity has focused on the textile and clothing 

industry. This study addresses this gap and aims to explore whether the digital 

footprint of small and medium-sized textile companies in terms of their 

sustainable performance is related to their productivity. To this end, the paper 

proposes an innovative model to monitor the companies’ commitment to 

sustainable issues by analyzing online data retrieved from their corporate 

websites. This information is merged with balance sheet data to examine the 

impact of sustainability practices, capital and human capital on productivity. 

The estimated firm’s total factor productivity is explained as a function of the 

sustainability digital footprint measures and additional control variables for a 

sample of 315 textile firms located in the region of Comunidad Valenciana, 

Spain. 

Keywords: Productivity; Digital footprint; Web scraping; Sustainability 

assessment; Textile and clothing industry. 
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1. Introduction 

Sustainability has gained growing attention in the textile and clothing (T&C) industry as it 

has turned into one of the most polluting industries in the world. After the oil industry, it is 

responsible for 10% of carbon emissions (Manshoven, et al. 2019). In Europe, apparel, 

footwear, and home textiles are the fourth most pressured sector in terms of primary resource 

and water use, after food, housing, and transport (Ellen MacArthur Foundation, 2017). 

According to Euratex, in 2021, the entire EU-27 T&C industry represented a turnover of € 

147 billion and 143000 companies, mainly micro and SMEs (EURATEX, 2022). In this 

context, the textile and clothing industry has started to develop forward-looking business 

models to reconcile competitiveness with sustainability.  

The idea that adopting sustainable practices leads to improved corporate performance is well 

supported by the literature. The link between sustainability and the economic performance of 

firms has been investigated from theoretical and applied points of view. Russo and Fouts 

(1997) argued that improvements in environmental performance lead to competitive 

advantages in terms of cost reduction, enhanced reputation, and increased competitiveness. 

Focusing on Spanish SMEs, Jorge et al. (2015) suggest that environmental performance has 

a positive impact on competitive performance as well as the mediating effects of image and 

relational marketing. Other studies (Aragon-Correa et al., 2008; Galdeano-Gomez et al., 

2008) also confirmed the existence of a direct and positive relationship between financial 

performance and environmental strategies.  

A critical debate in the literature concerns the measurement of the sustainability at the 

corporate level (Pranugrahaning et al., 2021), particularly in SMEs, whose reporting practices 

have been scarcely researched (Martins et al., 2022). In the lack of a standardized framework 

for assessing corporate sustainability, many companies, including SMEs, have chosen to 

report their engagement in sustainable practices through their corporate website (Palma et al. 

2022; Lodhia, 2010).  

The purpose of this paper is to analyze how textile firms' commitment to sustainability, 

measured through web content analysis, impacts productivity. The research addresses two 

main questions: Is it possible to measure the commitment to sustainability of textile 

companies through their digital footprint? Has the sustainability commitment of textile and 

apparel firms a positive effect on productivity performance? The research measures the 

intensity of firms' sustainability commitment by applying web scraping techniques to their 

corporate websites. The impact on productivity is measured by means of the Total Factor 

Productivity (TFP), estimated using Levinsohn and Petrin (2003) estimator. To the best of 

our knowledge, this is the first time that the relation between sustainability commitment, 

measured with web scraping techniques, and productivity is studied. 
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2. Corporate sustainability assessment 

The demand for sustainable development is challenging for companies both socially and 

institutionally. In recent years, there has been significant progress in aligning business 

objectives with the Sustainable Development Goals (United Nations and Development, 2015) 

since the UN established the 2030 Agenda in 2015. This has led to a growing interest in the 

academic community on corporate sustainability assessment as a new field of research, which 

provides tools that can support businesses transitioning towards sustainable development 

(Pranugrahaning et al., 2021). 

There are two major approaches to assessing sustainability at the corporate level: norms and 

standards and single and composite indicators. Sustainable norms and standards include the 

Global Reporting Initiative (GRI), the OECD Sustainable Manufacturing Toolkit, and the 

ISO 14001 Environmental Management Systems (EMS). The GRI produces a comprehensive 

Sustainability Reporting Framework, which sets out the principles and indicators that 

organizations can use to measure and report their economic, environmental, and social 

performance. The OECD Sustainable Manufacturing Toolkit includes an internationally 

applicable common set of indicators to help businesses measure their environmental 

performance at the level of a plant or facility. ISO 14001 EMS is considered the leading 

management tool for addressing environmental degradation. Companies that become 

certified as complying with these ISO standards by third-party audit can demonstrate their 

commitment to sustainability by monitoring, managing, and improving their environmental 

performance. ISO 50001 is the most widely used corporate energy management standard in 

the world. 

In addition to these standards, public and private organizations are increasingly promoting 

voluntary and non-profit initiatives in favor of sustainability, particularly within the textile 

industry. The Better Cotton Initiative (BCI), the Recycled Claim Standard (RCS), the 

Organic Content Standard (OCS), and the Global Recycled Standard (GRS) are some of the 

most relevant initiatives for promoting sustainability in the textile industry. 

Single and composite corporate sustainability indicators are another approach to assessing 

sustainability. However, measuring corporate sustainability is multidimensional, and there is 

no clear consensus on which set of indicators to use to manage and measure corporate 

sustainability performance (Montiel and Delgado-Ceballos, 2014). Despite international 

recommendations, every different case in the academic literature states its own criteria and 

indicators, which leads to confusion among practitioners (Buyukozkan and Karabulut, 2018). 

Furthermore, the need for practical guidance to measure and sustainability performance has 

been suggested by Moldavska and Welo (2019). 

Studies on sustainability performance indicators for the textile industry are recent. Ren 

(2000) suggested a methodology for developing sector-specific environmental performance 
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indicators for textile processes and products. According to Luo et al. (2021), the measurement 

of sustainability performance in the textile and apparel industry can be categorized into four 

main methodologies: life cycle assessment, environmental footprint, eco-efficiency, and the 

Higg-Index. The Higg-Index, developed by Sustainable Apparel Coalition (SAC), is a 

comprehensive set of ratings to track and measure the environmental and social impact of 

apparel and footwear products and companies on a scale of 0 to 100.  

3. Company websites as a source of information 

Company websites are a valuable source of information that reflects a company’s behavior 

and identity. Analyzing website content can provide insights into a company's market 

orientation, innovative behavior, and survival rates (Axenbeck and Breithaupt, 2021; 

Heroux-Vaillancourt et al., 2020; Blazquez et al., 2018). Technological advancements have 

enabled the automation of website analysis through web crawling and web scraping 

techniques, which can extract data from websites and convert it into structured data suitable 

for analysis (Kumar et al., 2017; Diouf et al., 2019). 

The benefits of using company websites as a research tool include their public accessibility, 

convenience, objectivity, granular data, and up-to-date information (Gok et al., 2015; 

Blazquez and Domenech, 2018; Hillen, 2019). However, limitations include potential biased 

or incomplete information, limited data availability due to anti-bot techniques, or legal and 

ethical concerns (Basso and Sicco, 2009; Krotov and Johnson, 2022; Luscombe et al., 2022). 

Despite the limitations, the use of company websites as a research tool remains advantageous, 

especially for analyzing specific companies in detail. The availability of data also allows for 

the tracking of changes in company behavior over time. Researchers should be aware of the 

limitations and take measures to ensure the accuracy and ethics of the data collected through 

web scraping techniques. Overall, the use of company websites as a research tool is a valuable 

and convenient method for gathering insights into a company's activities, intentions, and 

strategies. 

4. Methods 

4.1. Empirical model 

The Cobb-Douglas production function is a widely used theoretical framework in the 

productivity literature to describe the relationship between factors of production and output 

in a production process. This production function takes the form: 

 𝑌𝑖𝑡 = 𝐴𝑖𝑡𝐾𝑖𝑡
𝛽𝑘𝐿𝑖𝑡

𝛽𝑙 (1) 
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where Y is the output of the production process of firm i in period t, A is the total factor 

productivity, K, and L are inputs of capital and labor, respectively. This function is easily 

linearized by taking natural logarithms. The estimation of the production function is affected 

by simultaneity bias due to the fact that productivity is not directly observable. The 

Levinsohn and Petrin (2003) estimator addresses this issue by expressing the unobserved 

productivity as a function of observable variables such as intermediate materials and capital 

stock. Once Equation (1) is estimated, the productivity analysis involves the regression of 

TFP, measured as log(Ait), on various web measures of corporate sustainability and additional 

control variables: 

 𝑇𝐹𝑃𝑖𝑡 = 𝛼𝑡 + 𝛾𝑆𝑆𝑖 + 𝛾𝑋𝑋𝑖𝑡 + 𝑢𝑖𝑡 (2) 

where αt are time-specific effects, Si is a vector of variables related to corporate sustainability, 

and Xit is a vector of control variables with firms’ characteristics affecting their productivity 

level. Sustainability was measured by counting the number of different sustainability-related 

words that were found on the website. Three word lists were considered: i) an extensive list 

of general and specific concepts (nkeywords), ii) a short list of general concepts 

(nkwgeneral), and iii) a list of certifications related to sustainability (ncertif). The control 

variables were chosen based on the productivity literature and included export orientation, 

firm age, and the gender of the manager. 

4.2. Data 

The sample for this study covers 315 textile firms located in the Comunidad Valenciana 

region in Spain, with data for the years 2020 and 2021 considered. The productivity and 

control variables were retrieved from the SABI database. As for the sustainability variables 

they were extracted from the websites of the companies after crawling the complete website. 

5. Results 

Equation (1) was estimated using the prodest R-package (Rovigatti, 2017), and its results 

were employed to estimate the TFP at the firm level. Four different specifications were 

considered to examine the association of sustainability reporting with a company's 

productivity. The estimation results are presented in Table 1.  

Model I includes nkeywords as a measure of sustainability intensity. The results suggest that 

the TFP increases by 1.1% for each additional sustainability-related keyword found on the 

company's website. This remains robust, even after controlling for other variables in the 

regression, as Model III indicates. 

Model II distinguishes between two categories of sustainability-related terminology: broad 

concepts (nkwgeneral) and certification-related (ncertif). The estimation results indicate that 
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the use of certification-related words has a more substantial impact on TFP compared to 

broad sustainability terms. Specifically, the presence of certification-related words is 

associated with a 16% increase in TFP, while the presence of each different broad 

sustainability term is associated with a 4% increase in TFP. These effects are slightly more 

pronounced when control variables are included in the equation (Model IV). 

Table 1. Effect of sustainability on productivity 

 Model I Model II Model III Model IV 

nkeywords 0.011** 

(0.003) 

 0.012** 

(0.003) 

 

nkwgeneral  0.040** 

(0.012) 

 0.041** 

(0.013) 

ncertif   0.160* 

(0.054) 

 0.174* 

(0.053) 

Export   0.011 

(0.041) 

0.010 

(0.041) 

Woman   –0.057 

(0.057) 

-0.055 

(0.057) 

log(Age)   –0.132*** 

(0.043) 

-0.135*** 

(0.042) 

(Constant) 1.507 *** 

(0.036) 

1.493*** 

(0.036) 

1.938*** 

(0.148) 

1.937*** 

(0.149) 

N 608 608 587 587 

R2 0.025 0.041 0.043 0.061 

Dependent variable: TFP. Robust standard errors in parentheses. Time-specific effects included.  

*** p < 0.001; ** p < 0.01; * p < 0.05 

6. Conclusions 

This study provides some evidence about the impact of adopting sustainable practices on the 

productivity of T&C companies. One of the key contributions of this paper is the way in 

which the firm’s intensity of sustainability is measured by analyzing online data retrieved 

from their corporate websites. Secondly, the estimation of TFP uses the Levinsohn and Petrin 

methodology. Next, we related TFP with the intensity of firm’sustainability and additional 

control variables. 

Our findings on a sample of 315 small and medium-sized enterprises of the T&C industry 

located in the Comunidad Valenciana confirm that the association of different measures of 

sustainability reporting with firms’ total factor productivity is positive and significant. 

Results are robust after controlling for other variables. The main limitation of the study is 

that the sample refers only to companies in the Comunidad Valeniana region, therefore, as a 
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future line of research, it is proposed to extend the sample to companies in the national and 

international context. 
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Abstract 

Building upon the FAIR principles of (meta)data (Findable, Accessible, 

Interoperable and Reusable) and drawing from research in the social, health, 

and data sciences, we propose a framework -FAIR2 (Frame, Articulate, 

Identify, Report) - for identifying and addressing discrimination bias in social 

data science. We illustrate how FAIR2 enriches data science with experiential 

knowledge, clarifies assumptions about discrimination with causal graphs and 

systematically analyzes sources of bias in the data, leading to a more ethical 

use of data and analytics for the public interest. FAIR2 can be applied in the 

classroom to prepare a new and diverse generation of data scientists. In this 

era of big data and advanced analytics, we argue that without an explicit 

framework to identify and address discrimination bias, data science will not 

realize its potential of advancing social justice. 

Keywords: Discrimination Bias; Social Data Science Framework; 

Experiential Knowledge; Causal Diagrams. 
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1. Introduction 

There is a long, damaging history of purportedly objective use of data that has contributed to 

reinforcing stereotypes driving fear, isolation, and discrimination in society. Social and 

health science scholarship of the early 1900s in the United States had an unfortunate role in 

establishing false connections between crime and the social construct of race (Muhammad, 

2019). Prominent social scientists and statisticians used Census Bureau and prison data to 

make flawed causal claims linking race to crime, helping to cement discrimination in all 

aspects of society. Mathematician Kelly Miller, sociologist W. E. B. DuBois, and journalist 

Ida B. Wells were among the Black scholars and activists who counteracted these narratives 

with carefully crafted arguments hinged on data, logic, and domain-expert knowledge. 

However, the academic community mostly dismissed this work. Only in 2020 have academic 

associations issued statements recognizing their lack of understanding of racism and its 

impact on their work -if not apologizing for the harms caused (American Economic 

Association, 2020). 

In the current era of big data and data technologies, discrimination, reflected in social data in 

a multiplicity of ways, is a main source of bias. Bias here is generally defined as distortions 

in inference stemming from data or assumptions. Yet until recently, discrimination in data -

particularly discrimination based on the social construct of race- has mostly been ignored by 

the academic community. Consequently, analyses using these data have little ability to 

address discrimination or worse yet, may strengthen biased beliefs and perpetuate 

discrimination. While data analysts may agree that discrimination in society manifests itself 

in social data, we argue that without an explicit framework to identify and address this 

problem, data science will not realize its potential of supporting social justice.   

In this article, we offer one such framework -FAIR2- that draws from recent literature in the 

social and health sciences, data science, computer science, community-engaged research 

practices and metadata principles. It complements the ethical standards of FAIRification 

(Findable, Accessible, Interoperable and Reusable) principles (Wilkinson et al., 2016) with 

a set of four additional principles (Frame, Articulate, Identify, Report) specific to working 

with social data for social impact. Primarily developed to guide students doing data science 

for social impact, FAIR2 can be more broadly applied to foster stronger communication 

between researchers, practitioners, and community members whose experiences are 

represented in the data. Section 2 introduces the FAIR2 framework. Section 3 illustrates the 

use of FAIR2 with an example of data analytics in the area of public assistance programs. 

Section 4 provides concluding thoughts. 
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2. FAIR2 

Since the FAIR data principles were proposed in 2016 by a diverse group of stakeholders in 

academia and industry, their adoption continues to grow. FAIR stands for Findability, 

Accessibility, Interoperability, and Reusability principles, meant to ease the ability of 

machines and humans to make informed use of data and maximize the value added of data 

analytics in a transparent, ethical way (Rocca-Serra et al., 2022). Building on FAIR, we 

propose an additional set of principles pertinent to social data and analytics, FAIR2. The 

FAIR2 initials refer to: Frame, Articulate, Identify and Report. This framework recognizes 

that data do not speak for themselves, that observational data reflect discrimination in society, 

and that an explicit framework to identify and address discrimination biases will further data 

science’s potential to advance social justice.  

2.1. Frame 

Frame metadata and data with historical context and experiential knowledge of those 

represented in the data. The inclusion of individuals in administrative data in healthcare, 

homelessness, policing, among others, is influenced by discrimination. Drawing from the 

experiential knowledge of people intersecting with these systems will enrich the 

understanding of who is represented and not represented in the data, how reliable the data 

are, and what can be learned from it.  The Human Rights-Based Approach to Data (OHCHR, 

2018) posits that participation by relevant populations in data collection and analysis is key 

to enhancing the use of data in alignment with international human rights norms. When data 

has been collected by administrative systems or machines, community participation in 

establishing the metadata takes on a heightened role. Integrating community knowledge into 

the metadata can be accomplished via the inclusion of qualitative literature and through 

designed collaboration meetings -Data Chats- with community members. Data Chats are 

created with the intention of “center[ing] residents’ knowledge, community understanding, 

and experiences as much as quantitative data (Cohen, Rohan, Pritchard, & Pettit, 2022)”.  

Their structure allows researchers to collaborate and learn from community members while 

sharing information derived from data. Implementation considerations include developing 

informed consent forms, planning for accessibility of meeting space and time, sharing a meal, 

all of which reflects respect and appreciation towards community collaborators. This 

approach ties in well with the goals of the FAIR2 framework. 

2.2. Articulate  

Articulate the general model as a causal graph to explicitly state model assumptions 

(background knowledge) and hypotheses about the role of discrimination in the social 

phenomenon studied. It has been said that the logic of inference in policy analysis can be 
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summarized as “assumptions + data → conclusions” (Manski, 2013). In other words, the data 

do not speak for themselves; assumptions can be a source of subjectivity in inference. 

Directed Acyclic Graphs (DAGs) are a collection of nodes and directed edges connected 

under certain conditions to represent a causal model (Pearl, 1995). DAGs make explicit the 

assumptions embedded in the model, helping to clarify the source of these assumptions (what 

knowledge and whose knowledge?) and their implications for model estimates (Pearl & 

Mackenzie, 2018). They can represent the larger context underlying the social phenomenon 

of interest and the sources of discrimination in outcomes. Furthermore, DAGs facilitate the 

awareness of selection bias and collider bias that can interfere with the identification of causal 

effects and interpretation of predictive algorithms. There is much to learn from the recent 

work of researchers across multiple social science disciplines that have used DAGs to clarify 

the role of discrimination -in particular racism- on outcomes of well-being (Howe, Bailey, 

Raifman, & Jackson, 2022), to improve the performance of machine learning (Robinson, 

Renson, & Naimi, 2020), and to advances in algorithmic fairness (Kilbertus et al., 2017). 

2.3. Identify 

Identify bias embedded in the data and variables of interest, aiming to minimize bias and 

report on limitations due to bias. Here we draw from the work of (Kleinberg, Ludwig, 

Mullainathan, & Sunstein, 2018) and (Lundberg, Johnson, & Stewart, 2021) to systematically 

analyze potential biases in the estimand and choice of variables used in the model. We set 

out to answer the following questions: (1) What is the unit-specific quantity of interest -USQ- 

and the target population? (2) What biases may be introduced by each variable and by using 

measured versus desired variables? (3) What is the role of variables representing the sensitive 

attributes (subject to discrimination) in the model? (4) For whom is the USQ missing in the 

data (selective labels problem; collider bias), why, and how will this affect model estimates?  

2.4. Report 

Share findings and seek feedback from members or agencies in the community who have 

experiential knowledge of the social issue analyzed. The increased use of mixed methods 

research and intersectionality theory (Abrams, Tabaac, Jung, & Else-Quest, 2020) reveal the 

growing popularity of context-rich and collaborative data. Research has shown that openly 

communicating and engaging with communities to disseminate data can build trust and 

ground academic datasets in real world issues (Schalet, Tropp, & Troy, 2020). Sharing data 

improves health equity, as has been shown in harm reduction strategies for people who use 

drugs (Salazar, Vincent, Figgatt, Gilbert, & Dasgupta, 2021), and with emergency housing 

programs (Lane, McClendon, & Matthews, 2017). Engaging community stakeholders in 

analyzing and reporting findings completes the circuit of utilizing data without losing its 

human context.  
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3. Application to an Analysis of Nutrition Assistance Recertification  

We illustrate the use of the FAIR2 framework with an analysis of recertification in the 

Supplemental Nutrition Assistance Program (SNAP), one of the main public assistance 

programs in the United States. SNAP’s predecessor, the Food Stamps Program, was 

developed in 1933 during the Great Depression to support farmers and people facing food 

insecurity. Today, SNAP is offered as a food voucher via Electronic Transfer Cards, 

conditional on meeting low-income thresholds that vary by states. SNAP is among the 

strongest programs in the US social safety net, with a countercyclical multiplier effect during 

economic downturns (Canning & Stacy, 2019). States require individuals to follow a 

recertification process every 6 to 12 months involving detailed proof of income and an 

interview. Research suggests that up to half of beneficiaries who exit SNAP within their first 

year were still eligible (Gray, 2019). Failing to recertify despite qualifying -here denoted as 

FR- is costly to individuals and administrative agencies. Researchers have sought to study 

who is affected by FR and what can be done to reduce the rate of FR. 

Frame - Data Chat with SNAP participants who have experienced the recertification process 

call attention to (1) an under-resourced system: hours long wait times on the phone to make 

interview appointments, letters requiring additional information that come close to the 

interview day; (2) a stressful process that can sometimes feel confrontational and the need to 

“suck up your pride”; (3) a system that seems to penalize any change in employment; (4) 

within- and across-locality variation in service quality, with higher income localities 

seemingly performing better than those with higher need and some case workers showing 

extreme dedication despite the difficulties of navigating an under-resourced system. 

Articulate - A common approach to characterize the population experiencing FR is to use 

administrative data to estimate a regression model for the FR outcome, with demographic 

and economic characteristics (D&E) as predictors. The left DAG of Figure 1 presents a naive 

model including “race” and D&E variables compatible with such regression. It implies strong 

assumptions about the meaning of “race,” represented as an individual trait and not directly 

related to other societal factors that impact FR. The right DAG, explained in the caption of 

Figure 1, embeds historical and experiential knowledge from our Data Chats and the 

literature, highlighting systemic issues that are relevant to inform policy. This DAG is 

inspired by recent work on causal diagrams for studying racial health disparities (Howe et 

al., 2022; Robinson et al., 2020). 

Identify - (1) Let SNAP enrollees subject to recertification in locality L constitute the target 

population and FR -failure to recertify when eligible- the unit-specific variable of interest. 

(2) Unable to learn whether enrollees meet eligibility requirements for recertification from 

administrative data, researchers have sought to flag FR if an individual drops from SNAP 

and re-enters within 1-3 months (Kenney et al., 2022). This is denoted as churn.  
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Acknowledging discrepancies between the theoretical and empirical estimand would point 

researchers to explore re-entry beyond 90 days in the administrative data or through 

qualitative knowledge. It may also suggest linking administrative data to capture eligibility 

requirements and thus FR rather than churn episodes. (3) The misconception of “race” as a 

demographic variable (R in Fig. 1, left DAG) ignores important plausible pathways by which 

discrimination may be directly impacting FR (HP → CP→ S or FR in Fig. 1, right DAG). 

While it is valuable to assess differences in FR by racialized groups, acknowledging the 

underlying mechanisms that lead to inequities in outcomes have strong implications for 

setting up research designs and identifying policy solutions. (4) Administrative data 

generated with low resources and characterizing a population facing distress are likely to 

exhibit non-random missingness issues. Are these patterns consistent with variations in 

resources or recertification requirements across demographic or geographic groups 

highlighted in our community conversations?   

Report - Co-creating findings allows researchers to engage community members as experts 

on the social issues they have experienced and share power with the community. Data Chat 

participants review summaries and conclusions from SNAP recertification analyses and our 

synthesis of their initial thoughts. They incorporate their input for a final report that will be 

shared with local administrators of the SNAP program. 

 

Figure 1. Directed Acyclic Graphs modeling failure to recertify for food assistance (FR). The left graph represents 

a naive model that aims to explain differences in FR with demographic and economic characteristics (D&E) and 

race (R). The right model includes historical and experiential knowledge.  HP are historical processes that shaped 

discrimination in US society (like Jim Crow or Redlining); CP are contemporary policies that allocate scarce 

resources to the social safety net (weak transportation system, understaffed public assistance administration); mg 

is classification into marginalized grouping; P is poverty; TR is time and resource scarcity; S is stigma. 

 

4. Concluding thoughts 

Discrimination in society may influence who is represented and not represented in the data, 

and how. Variables of interest may be measured with less accuracy in the presence of 

discrimination, or the metrics used to proxy desired variables may be flawed by 

332



Francisca Garcia-Cobián Richter, Emily Nelson, Nicole Coury, Laura Bruckman, Shanina Knighton 

  

  

discrimination. Furthermore, modeling assumptions, not always explicitly stated in data 

analyses, can inadvertently carry biases reflective of discrimination in society. The increased 

use of scoring algorithms to inform decision making in human services  has heightened the 

need to integrate experiential community knowledge in the development of data technologies 

for the public interest (Roewer-Despres & Berscheid, 2020). We draw from the work herein 

cited to build FAIR2 as a tool to address discrimination bias in social data and analytics, 

strengthen education in data science for social impact, and ultimately propel the field of 

public interest technology to advance social justice with equity.  
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Abstract 

Online reviews comprise a flood of user-generated content, so to identify the 

most useful reviews is a vital task. As such, many computational models have 

been made to automatically analyze the helpfulness of online reviews. In this 

work, we aim to predict the helpfulness score of videogames reviews using an 

available online dataset of more than 1M rows. We trained three different 

machine learning algorithms by implementing two strategies, predicting the 

helpfulness as a regression problem or as a binary classification problem. Our 

findings show that binary classification is the best method, and the achieved 

ROC-AUC of the best model is 0.7 with only a selected set of features. In 

addition, we found that using the feature vectors from a pretrained NLP model 

does not improve the performance of the models.  

Keywords: Videogames; helpfulness; machine learning; NLP; online 

reviews 
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